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INTRODUCTION

Nuclear charge exchange transitions are one of the most versatile research tool, because they are involved in many processes underlying various physical phenomena, from astrophysics to particle physics, so that their study allow to gain relevant information on a wide range of physics. Such transitions can be “spontaneous” processes (weak decays) or can be induced by weak or strong external fields, like lepton-nucleus and meson/nucleon/nucleus-nucleus scatterings, respectively.

In the last decades, particular interest has been turning towards heavy ion nuclear charge exchange transitions for studying new possible nuclear states, such as the double Gamow-Teller giant resonance, the formation and properties of exotic nuclei, high multipolarity transitions and, above all, the investigation of physics beyond the Standard Model.

The latter topic is of most “transversal” nature than the others.

One of the main probes of physics beyond the Standard Model is represented by the theorized Neutrinoless Double Beta decay process ($0\nu\beta\beta$), not experimentally observed, yet. This decay is forbidden by the Standard Model and can happen only if neutrinos are Majorana particles. $0\nu\beta\beta$ represents the only process with physical observables directly related to Majorana phases and so the only process able to distinguish
between Dirac and Majorana neutrinos.

The main physical observable is represented by $0\nu\beta\beta$ half-life; indeed, the inverse of the half-life of nuclei which could undergo $0\nu\beta\beta$ is proportional to the Nuclear Matrix Element (NME) square modulus, the phase-space factor and a function that embodies all particle physics information, including also the neutrino effective mass, which contains Majorana phases.

In order to gain information on Majorana effective mass from half-life measurements with high precision, it is necessary to determine NME with high accuracy. Unfortunately, present different nuclear structure models calculations give values of the latter quantity differing up to a factor of 3; hence, it is desirable to proceed in another way. One of the most promising tools, in this direction, is just represented by heavy ion double charge exchange (DCE) nuclear reactions. Indeed, one can note that there are a lot of analogies between $0\nu\beta\beta$ and heavy ion “direct” DCE nuclear reactions [1], in particular initial and final states involved in both processes and the spin-isospin operators describing both transitions are the same, although the first one is a weak process, while the second one proceeds via nuclear strong interaction. While the relation between light [2] or heavy ions (part of this work) “direct” SCE forward angular distribution and $\beta$ decay nuclear matrix element is well established, through the factorization of such cross section into the product of a nuclear structure term and a reaction term, unfortunately this is not the case for heavy ion “direct” DCE processes, even if one would be able to factorize the cross section. Indeed, DCE processes can be described as a one step process or as a second order charge exchange reaction, in terms of a convolution of two SCE processes, according to perturbation theory. In the latter case, the nuclear matrix element involved in the strong field-induced process exhibits a structure similar to the one describing $2\nu\beta\beta$ decay (intermediate states and the momentum}
transferred to the intermediate states can be different), which represents the huge irreducible background of the experiments looking for $0\nu\beta\beta$ decay. The former description of DCE reactions deals with a strong process which diagrammatically resembles the wanted $0\nu\beta\beta$ decay; in fact, different nuclear structure models calculations [3, 4] show a nearly linear proportionality relation between heavy ion DCE Double Gamow - Teller (DGT) transition and $0\nu\beta\beta$ decay nuclear matrix elements, but the different nature of the propagators involved in the two (weak and strong) processes makes the determination of an analytical relation between the two nuclear matrix elements not trivial [5], thus questioning the direct extraction of the $0\nu\beta\beta$ NME from heavy ion “direct” DCE Cross Sections measurements. Nowadays the latter topic is representing the main goal of the NUMEN experiment at INFN/LNS in Catania.

The present PhD work focuses on the investigation on low and intermediate energy heavy ion charge exchange processes induced by strong external fields, looking at the study of the role of the different ingredients of the cross section of such reactions, within DWBA framework:

- kinematical factors in which the dependence on the $Q$-value of the reaction is encoded;
- nuclear structure components, calculated within Quasiparticle Random Phase Approximation (QRPA);
- initial and final state reactions, dealing with elastic processes, accounted for by microscopic optical potentials.

with the aim to provide for the first time an extension to heavy ions [6], in low and intermediate energy regime, of the theoretical description of “direct” single charge exchange reactions given by Taddeucci et al. for light ions [2].
Moreover, while it has been widely tested [2, 7, 8] the proportionality relation between the zero degree “direct” single charge exchange (SCE) cross section and single $\beta$ decay strength, proposed by Goodman and co-workers [7] and theoretically described by Taddeucci [2], since ’80s, the present PhD thesis aims at investigating Single and Double Charge Exchange Cross Section factorization at low and intermediate energies, in particular for heavy ion reactions studied within the NUMEN collaboration, by using the Distorted Wave Born Approximation (DWBA), justified by the direct nature of such nuclear reactions.

This PhD thesis is organized in 6 chapters treating the above topics as follows:

1. The first chapter starts with a rapid overview on nuclear charge changing transitions. Then, the main features of single beta decay are described, together with a brief review on neutrino mass and on the problem of its smallness and its Dirac or Majorana nature, hinting at the see-saw mechanism as the one most naturally explaining the smallness of neutrino mass. Then, $0\nu\beta\beta$ and $2\nu\beta\beta$ decays are introduced, stressing how the former represents the main tool allowing to distinguish between Dirac and Majorana neutrinos. Moreover, this chapter briefly shows the problems in experimentally extracting information on neutrino Majorana effective mass, in this regard pointing to the study of heavy ion double charge exchange nuclear reactions as a smart tool to overcome these challenges. In this way, the attention is turned to light and heavy ion “direct” single and double charge exchange, due to meson (mainly pion) exchange, and to single and double charge changing processes originating by a sequence of nucleon transfer processes. The chapter ends with a review on these three types of charge exchange nuclear reactions.

2. The second chapter presents a review on the basic concepts of nu-
clear reaction theory, describing the different kind of possible nuclear reactions, from compound nucleus to direct reactions, focusing on the latter ones, in view of a deeper treatment of “direct” single and double charge exchange processes, then giving an overview of the most important approximation used in such context and on nuclear structure models used to describe heavy ion (single) charge exchange reactions.

3. The third chapter starts with a brief overview on the theoretical formalism on light ion single charge exchange at high energies, by Taddeucci in ’80s, and then provides the theoretical formalism developed within the present PhD work for the description of heavy ion single charge exchange reactions at low and intermediate energies, moreover showing the existence of a proportionality relation between beta decay nuclear matrix element and heavy ion SCE angular distribution at forward angles, thus extending the previous work to heavy nuclear systems.

4. The fourth chapter shows the formalism developed within the present PhD thesis for heavy ion double charge exchange reactions at low and intermediate energies, together with the possibility to factorize the cross section for such processes, following just the same procedure as for SCE case, and in particular focusing on the analogy with $2\nu\beta\beta$ decay, thus giving the chance of gaining information on the main process competing with the theorized $0\nu\beta\beta$ decay.

5. The fifth chapter illustrates the main numerical codes used in performing simulations both on single and double charge exchange reactions. Among these codes, the one simulating heavy ion DCE reactions, in the case of close analogy with $2\nu\beta\beta$ decay, has been developed within the present PhD work.
6. The sixth chapter presents the results of the simulations performed with the formalism and the codes discussed in the previous chapters, together with a preliminary comparison with the experimental results by the NUMEN experiment.

In the end, conclusions about this work are drawn.
The term Nuclear Charge Changing transitions refers to all nuclear processes characterized by the only change of the charge of the initial nucleus, by one or more units, in one or more steps.

These kind of processes can be of different nature: they can be nuclear weak processes, like beta, double beta decays, charged lepton capture and neutrino - nucleus scattering, or strong ones, induced by nuclear reactions. They represent very important tools towards an understanding of a very wide range of Physics, e. g. they can give information on both single particle and collective features of nuclear structure (e. g. isobaric analog and Gamow-Teller giant resonances [8–10]), on stellar evolution (Standard Solar Model) and on the production of secondary nuclei in the interstellar medium [11] and hence on the relative abundances of the elements in the universe, on Physics beyond the Standard Model (e. g. the search of the theorized $0\nu\beta\beta$ decay [1, 12]) and so on [13].

The present work deals with the study of nuclear reaction induced charge changing transitions in order to gain information on the behaviour of nucleons within the nuclear medium, paying particular attention on
1.1 Nuclear Weak Decays

Nuclear weak decays are spontaneous charge changing processes, characterized by the exchange of the massive bosons $W^\pm$ and $Z^0$, with masses $m_{W} \approx 80.38 \text{GeV}$ and $m_{Z^0} = 91.19 \text{GeV}$, respectively. Due to the large mass of the weak bosons, i.e. the very short range of weak interactions, weak processes at energy scales characteristic of nuclear reactions can be well described as effective point-like interactions, as confirmed by the huge success of Fermi’s theory of beta decay in describing experimental results [14].

Nuclear weak decays can change the charge of the parent nucleus by one unit (single beta decay and electron capture) or by two units (double beta decay), as discussed in the following sections.

1.1.1 Single beta decay

Within the Standard Model, the single beta decay is a nuclear process characterized by the decay of a neutron into a proton (third component of the isospin changes by one unit, $\Delta T_z = -1$), an electron and an electronic antineutrino ($\beta^-$ decay)

$$ (A, Z) \rightarrow (A, Z + 1) + e^- + \bar{\nu}_e $$

or by the transition of a proton, inside the nuclear medium, into a neutron (third component of the isospin changes by one unit, $\Delta T_z = +1$), a
1.1 Nuclear Weak Decays

positron and an electronic neutrino ($\beta^+$ decay)$^1$

\[(A, Z) \rightarrow (A, Z - 1) + e^+ + \nu_e\]  \hspace{1cm} (1.2)

In both cases the charge of the parent nucleus is changed by one unit and orbital angular momentum does not change, $\Delta L = 0$.

A Feynman diagram representation of both $\beta^-$ and $\beta^+$ decays is represented in fig. 1.1.

Figure 1.1: Feynman diagram of $\beta^-$ (left panel) and $\beta^+$ (right panel) decay.

In the final channel, the energy of the system is divided among the daughter nucleus and the charged ($e^-/e^+$) and neutral ($\overline{\nu}_e/\nu_e$) leptons, so that charged lepton energy (or momentum) spectrum is given by a continuum distribution, as shown in fig. 1.2 both for the $\beta^-$ (upper panel) and $\beta^+$ (lower panel) particles emitted by $^{64}\text{Cu}$ [15].

$\beta^+$ energy (momentum) spectrum of a given nucleus is peaked at an energy (momentum) value higher than that for $\beta^-$ decay of the same nucleus, due to Coulomb repulsion between the positron and the positively charged (daughter) nucleus.

According to Fermi’s theory of beta decay, formulated in 1934 [14], the decay rate per energy interval can be obtained through Fermi’s Golden

\[^1\text{Another nuclear weak process characterized by the change of a proton into a neutron is represented by the Electron Capture (EC), } (A, Z) + e^\mp \rightarrow (A, Z \pm 1) + \overline{\nu}_e/\nu_e, \text{ not treated in this work.}\]
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rule and is given by

\[
\frac{d\Gamma}{dE_e} = \frac{G_F^2 m_e^5}{2\pi^3} \cos^2 \theta_C |\mathcal{M}_\beta|^2 F(Z, E_e) E_e p_e E_\nu p_\nu
\]  

(1.3)

where \( G_F \) is Fermi coupling constant, \( \theta_C \) is Cabibbo’s angle, \( E_e (E_\nu) \) and \( p_e (p_\nu) \) are the electron (neutrino) energy and momentum, respectively, \( F(Z, E_e) \) is Fermi’s function, which describes the final state electron-nucleus electromagnetic interaction (taking into account the presence of the electrons surrounding the nucleus in the final channel), the factors \( E_i p_i \) (\( i = e, \nu \)) in eq. (1.3) come from final channel phase space factor \( d^3p_i = p_i^2 dp_i d\cos \theta_i d\phi_i = p_i E_i dE_i d\cos \theta_i d\phi_i \), and \( \mathcal{M}_\beta \) is the nuclear matrix element, given by

\[
\mathcal{M}_\beta = g \langle \psi_B | \sum_i \mathcal{O}_i | \psi_A \rangle
\]  

(1.4)

where the sum \( \sum_i \) is over all the nucleons of the decaying nucleus, \( \psi_A \) (\( \psi_B \)) represents the total wave function of the parent (daughter) nucleus and \( \mathcal{O} \) is the operator describing the transitions in spin and isospin space.
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For “superallowed” beta decays, characterized by no change both in total angular momentum and parity of the nucleus ($\Delta J = 0$, $\Delta \pi = 0$), called Fermi transitions, the coupling constant $g$ identifies the weak vector coupling constant (often named $g_V$) and the transition operator, e.g. for $\beta^-$ decay, is $O = \tau^+$, being $\tau^+$ the isospin raising operator, that increase the isospin of the system by one unit, thus accounting for the transition of a neutron into a proton\(^2\); for “allowed” beta decays, characterized by a change of the total angular momentum of the decaying isotope by one unit, leaving unchanged its parity ($\Delta J = 0, \pm 1$ and $\Delta \pi = 0$), called Gamow-Teller transitions, this operator can be expressed as $O = \sigma \tau^+$, where $\sigma \equiv (\sigma_1, \sigma_2, \sigma_3)$ the vector of Pauli spin matrices, and in this case the constant $g$ is identified with the axial weak coupling constant (often indicated as $g_A$) associated to the weak process.

The hypothesis about the existence of neutrino was formulated by Pauli in 1930 and then borrowed by Fermi in order to justify the continuum energy spectrum of electrons produced in beta decay processes, thus ensuring energy conservation. Indeed, experimentally a two-body decay was observed, $(A, Z) \rightarrow (A, Z + 1) + e^-$; in a two-body problem the energy of each of the two objects is determined uniquely, through energy–momentum conservation laws, which in turn means that the electrons energy spectrum should have been characterized by a peak at the energy corresponding to the $Q$–value of the process. Instead, from beta decay experiments a continuum energy spectrum is found, as shown in fig. 1.2, which can be explained by supposing a 3–body, instead of a 2–body, decay process, because the energy is not divided uniquely among the objects, in a 3–body process. This means that the “missing” electron energy is carried by a third particle, which cannot be detected: the neutrino. Because the latter particle is not directly detected, it was

\(^2\)In particle physics, the isospin associated to neutrons is $-\frac{1}{2}$ and that for protons is $+\frac{1}{2}$, while in nuclear physics the inverse convention is used. In this thesis, the latter convention is adopted.
supposed that this new particle must have zero electromagnetic charge (in order to preserve charge conservation), it must have a mass smaller than that of the electron and it must not interact via strong interaction. Moreover, to preserve the angular momentum conservation and the statistics, the neutrino must be $\frac{1}{2}$-spin fermion.

1.1.1 Neutrino mass

One of the most debated neutrino features is its mass: are neutrinos massless or massive particles?

The experimental observation of neutrinos flavour oscillations (Super-Kamiokande and Subdury Neutrino Observatory [16, 17] ) made it possible to establish that the neutrino is not a massless particle. Unfortunately, from these kind of experiments it is not possible to gain information on the absolute value of neutrino mass, but only on the differences between the squared masses of the different neutrino species.

The main observable sensible to the absolute value of neutrino mass is just represented by the measurement of energy spectrum of the charged leptons emitted in beta decays [18].

Observing that the daughter nucleus mass is greater than that of the two leptons emitted, its kinetic energy can be neglected, and thus neutrino energy can be expressed in terms of energy and masses of the charged beta particle and of the daughter nucleus, from energy conservation, as follows

$$E_\nu = Q_\beta - T$$

(1.5)

where $T = E_e - m_e$ is electron kinetic energy and $Q_\beta$ represents the $Q$-value of the process, defined as (neglecting neutrino mass, $m_\nu$)

$$Q_\beta = M_A - M_B - m_e$$

(1.6)

3Properly speaking, it is the effective neutrino mass, defined in footnote 11.
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being $M_A$ and $M_B$ parent and daughter nuclei masses (including excitation energy, if an excited nuclear state is populated), respectively. Hence, using $m_\nu \approx 0$ approximation, the $Q$-value represents the maximum possible value of electron kinetic energy; instead, if neutrino mass is taken into account, then the maximum electron energy will be

$$T_{\text{max}} = Q_\beta - m_\nu$$  \hspace{1cm} (1.7)

Neutrino momentum is given by

$$p_\nu = \sqrt{E_\nu^2 - m_\nu^2} = \sqrt{(Q_\beta - T)^2 - m_\nu^2}$$  \hspace{1cm} (1.8)

By using eq. (1.8), the decay rate, in eq. (1.3), becomes

$$\frac{d\Gamma}{dT} = \frac{G_F^2 m_\nu^5}{2\pi^3} \cos^2 \theta_C |\mathcal{M}_\beta|^2 F(Z, E_e) E_e p_e (Q_\beta - T) \sqrt{(Q_\beta - T)^2 - m_\nu^2}$$  \hspace{1cm} (1.9)

knowing that $dT = dE_e$.

Thus, if neutrino mass is very small, but non zero, its effect is maximum, i.e. perceptible, near the end–point of the electron energy spectrum, i.e. when $T \approx T_{\text{max}}$, which implies $E_\nu = Q_\beta - T \approx m_\nu$. The problem is that it’s hard to make measurements of the end–point of the electron energy spectrum, because of very low statistics in this energy range.

\*\*\* Sometimes, instead of the decay rate, it is convenient to consider beta decay half-life

$$T_{1/2}^{(\beta)} = \frac{\ln(2)}{\lambda} = \frac{\ln(2)}{\frac{G_F^2 m_\nu^5}{2\pi^3} \cos^2 \theta_C |\mathcal{M}_\beta|^2 \int_0^\infty dT F(Z, E_e) E_e p_e (Q_\beta - T) \sqrt{(Q_\beta - T)^2 - m_\nu^2}}$$

where in the last line Fermi’s integral function, $f(Z, Q_\beta)$, has been introduced, which represents the integrated number of states available for both charged and neutral leptons, sharing the energy equal to the $Q$–value of the decay. In order to directly gain information both on nuclear structure and on weak interaction, the product $f(Z, Q_\beta)T_{1/2}^{(\beta)}$, called $ft$–product, or comparative half-life, is often used, being this product inversely proportional to the square modulus of the nuclear matrix element and to the second power (fourth power for double beta decay, described in the following sections) weak coupling constant, respectively.
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In order to estimate the relative number of events in an energy range $\Delta T$ near the end-point spectrum, one can proceed in the following way: neglecting neutrino mass, the total number of events is

$$n_{tot} = \int_0^{Q_\beta} \frac{d\Gamma}{dT} dT \int_0^{Q_\beta} E_{e}\rho_e(Q_\beta - T)^2 dT$$

(1.10)

$$= \int_0^{Q_\beta} (T + m_e)\sqrt{T(T + 2m_e)(Q_\beta - T)^2} dT$$

(1.11)

which, in the $Q_\beta \gg m_e$ limit, becomes

$$\int_0^{Q_\beta} \frac{d\Gamma}{dT} dT \propto Q_\beta^5$$

(1.12)

The number of events in a small range near the end-point, i.e. for $T \simeq Q_\beta$, is given by

$$n(\Delta T) = \int_{Q_\beta - \Delta T}^{Q_\beta} \frac{d\Gamma}{dT} dT \propto \int_{Q_\beta - \Delta T}^{Q_\beta} (Q_\beta + m_e)\sqrt{Q_\beta(Q_\beta + 2m_e)(Q_\beta - T)^2} dT$$

(1.13)

$$\propto (Q_\beta + m_e)\sqrt{Q_\beta(Q_\beta + 2m_e)(\Delta T)^3}$$

(1.14)

that, in the $Q_\beta \gg m_e$ limit, is $\propto Q_\beta^2(\Delta T)^3$. Hence, the relative number of events is obtained from the ratio

$$\frac{n(\Delta T)}{n_{tot}} \propto \left(\frac{\Delta T}{Q_\beta}\right)^3$$

(1.15)

(1.16)

Eq. (1.16) shows that the smaller the $Q$-value is, the greater is the number of events near the end-point energy [18].

Indeed, the most stringent upper limit on the absolute value of neutrino mass comes from the end-point of $\beta^-$ energy spectrum obtained from $^3$H $\beta$ - decay measurements ($Q_\beta(^3\text{H}) = 18.574\text{ keV}$) [19]. The main reason why tritium $\beta$-decay experiments are the most sensitive to the electron neutrino mass is that tritium $\beta$-decay has one of the smallest
Q-values among all known $\beta$-decays. Moreover, tritium $\beta$-decay is a superallowed transition between mirror nuclei with a relatively short half-life (about 12.3 years), which implies an acceptable number of observed events during the experiment lifetime. Another advantage of tritium $\beta$-decay is that the atomic structure is less complicated than those of heavier atoms, leading to a more accurate calculation of atomic effects [18]. If $m_\nu \neq 0$, then the $\beta^-$ end–point energy spectrum would be shifted from $T_{\text{max}} = Q_\beta$ to $T_{\text{max}} = Q_\beta - m_\nu$.

To determine neutrino mass from the end–point shift, it is convenient to define Kurie’s function (or Fermi-Kurie’s function)

$$K(T) = \sqrt{\frac{\frac{d^2N}{dT}}{G_F^2 m_\nu^2 \cos^2 \theta_C |M_\beta|^2 F(Z, E_e) E_e p_e}}$$

$$= \left[ (Q_\beta - T) \sqrt{(Q_\beta - T)^2 - m_\nu^2} \right]^{\frac{1}{2}} = \sqrt{E_\nu p_\nu} \quad (1.17)$$

Hence, if $m_\nu = 0$, Kurie’s function would depend linearly from electron kinetic energy $T$

$$K(T)|_{m_\nu=0} = Q_\beta - T \quad (1.18)$$

Thus a neutrino mass different from zero implies a deviation of $K(T)$ from linear behaviour.

In fact, what is done in experiments based on the study of the energy spectrum of the electrons (positrons) emitted in a $\beta^-$ ($\beta^+$) decay, is just to catch such $K(T)$ deviations from linearity. In this way, Mainz e Troitzk experiments, studying tritium beta decay established the first upper limit for neutrino mass [20], [21]

$$m_\nu < 2.3 \text{ eV} \quad (95\% \text{C.L.}) \quad (1.19)$$

$$m_\nu < 2.5 \text{ eV} \quad (95\% \text{C.L.}) \quad (1.20)$$

respectively. The most recent KATRIN experiment, based on the analysis of such $K(T)$ deviations, lowers the neutrino mass upper limit to 0.35 eV [22].
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Figure 1.3: Kurie function vs electron kinetic energy (Kurie plot), for tritium $\beta$ decay. The plot illustrates the zero neutrino mass case (dotted curve), the case of non-zero mass, $m_{\nu_e} = 5 \, eV$ (dashed line) and the two neutrino mixing case, considering the two mass eigenstates $m_1 = 5 \, eV$ and $m_2 = 15 \, eV$ (solid curve).

1.1.1.1 Dirac and Majorana Neutrinos: main differences

Before the discovery of neutrino flavour oscillations, i.e. $m_{\nu} \neq 0$, due to the experimental observation of only left neutrinos and right antineutrinos (if neutrino does not coincide with its own antiparticle), these leptonic fields were initially treated in terms of left (neutrino), $\psi_L$, and right (antineutrino), $\psi_R$, Weyl spinors\(^5\), respectively characterized by the following Lagrangian densities

\[
\mathcal{L}_L = i\psi_L^{\dagger} \bar{\sigma}^\mu \partial_\mu \psi_L \quad (1.21)
\]

\[
\mathcal{L}_R = i\psi_R^{\dagger} \sigma^\mu \partial_\mu \psi_R \quad (1.22)
\]

from which the following equations of motion are obtained

\[
\bar{\sigma}^\mu \partial_\mu \psi_L = 0 \quad (1.23)
\]

\[
\sigma^\mu \partial_\mu \psi_R = 0 \quad (1.24)
\]

\(^5\)Weyl spinors are spinors with two components, which are elicity eigenstates, i.e. they are solutions of an equation, Weyl's equation, characterized by an Hamiltonian that commutates with the elicity operator.
both describing particles with zero mass, \( m = 0 \) (in fact, by multiplying each equation by its own complex conjugated, one finds Klein Gordon equation for massless particles); in the above equations, \( \sigma_\mu \equiv (\mathbb{I}, \vec{\sigma}) \) and \( \bar{\sigma}_\mu \equiv (\mathbb{I}, -\vec{\sigma}) \), being \( \vec{\sigma} = (\sigma^1, \sigma^2, \sigma^3) \) the vector of Pauli spin matrices\(^6\).

Moreover, considering, for example, a positive energy solution of eq.(1.23)

\[
\psi_L(x) = u_L e^{-i p x} \big|_{\rho^0=E_p} = u_L e^{-i E t + i \vec{p} \vec{x}} \big|_{E=\sqrt{p^2}} \tag{1.25}
\]

where \( u_L \) is a constant spinor, and substituting this expression to \( \psi_L(x) \) in eq.(1.23) one finds

\[
\left( \vec{S} \cdot \vec{p} \right) u_L = -\frac{1}{2} u_L \tag{1.26}
\]

which means that \( u_L \) spinor is an eigenstate of the elicity operator, \( \left( \vec{S} \cdot \vec{p} \right) \), being \( \vec{S} = \frac{1}{2} \vec{\sigma} \), with eigenvalue \(-\frac{1}{2}\) (in the same way it is possible to show that \( u_R \) is an elicity eigenstate with eigenvalue \(+\frac{1}{2}\)).

A left field can be transformed into a right field (and viceversa) through Charge Conjugation operator \( C \), defined as

\[
C \psi_L = i \sigma^2 \psi^*_L \tag{1.27}
\]

where the right hand side of eq. (1.27) is a right spinor (because it is possible to show that it’s a solution of the eq. (1.24)). The problem of neutrinos description in terms of Weyl spinors is that the latter ones do not provide a representation of parity transformation group, because under parity transformation a left spinor is changed into a right one and viceversa (this comes just from parity operator definition), thus coming out of the initial left, or right, Weyl spinors space. Because electromagnetic and strong interactions are parity conserving, it is convenient working with fields which give a parity transformation representation. Just for this reason, Weyl spinors were abandoned in place of Dirac fields; indeed, the latter ones allow to describe massive \( \frac{1}{2} \)-spin fermions, in terms

\(^6\)For particle physics arguments relativistic notation is used.
of 4–components spinors (bispinors or Dirac spinors), which evolve according to the following equation of motion

$$(i\gamma_\mu\partial^\mu - m)\psi = 0$$  \hspace{1cm} (1.28)$$

A Dirac spinor can be expressed in terms of Weyl spinors (chiral representation)

$$\psi = \begin{pmatrix} \psi_L \\ \psi_R \end{pmatrix}$$  \hspace{1cm} (1.29)$$

where $\psi_L$ and $\psi_R$ are spinors independent of each other, i.e. they are not linked to each other by a charge conjugation transformation. Dirac equation in terms of Weyl spinors becomes

$$\begin{cases} i\bar{\psi}_L\sigma^\mu\partial_\mu\psi_L = m\psi_R \\ i\bar{\psi}_R\sigma^\mu\partial_\mu\psi_R = m\psi_L \end{cases}$$  \hspace{1cm} (1.30)$$

whose corresponding Lagrangian density is

$$\mathcal{L}_D = i\bar{\psi}_L\bar{\sigma}^\mu\partial_\mu\psi_L + i\bar{\psi}_R\sigma^\mu\partial_\mu\psi_R - m(\bar{\psi}_L^\dagger\psi_R + \bar{\psi}_R^\dagger\psi_L)$$  \hspace{1cm} (1.31)$$

which is just invariant under parity transformation. It is important to note that the mass term (Dirac mass) mixes left and right states, which in turn implies that Dirac spinors are not elicity eigenstates (as it must be for massive particles). Defining $\gamma^5$ matrix (chirality operator)

$$\gamma^5 = i\gamma^0\gamma^1\gamma^2\gamma^3 = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}$$  \hspace{1cm} (1.32)$$

it is possible to define the left and right Weyl spinor space projection operators as follows

$$P_L\psi \equiv \frac{1 - \gamma^5}{2}\psi = \frac{1 - \gamma^5}{2}\begin{pmatrix} \psi_L \\ \psi_R \end{pmatrix} = \begin{pmatrix} \psi_L \\ 0 \end{pmatrix}$$  \hspace{1cm} (1.33)$$

$$P_R\psi \equiv \frac{1 + \gamma^5}{2}\psi = \frac{1 + \gamma^5}{2}\begin{pmatrix} \psi_L \\ \psi_R \end{pmatrix} = \begin{pmatrix} 0 \\ \psi_R \end{pmatrix}$$  \hspace{1cm} (1.34)$$

respectively.
All weak charged current experiments show the “(V - A) nature” of weak interactions, i.e., only left chirality projection of particle (e.g., neutrino) fields (and right projection of antiparticle fields) take part to the interaction; this behaviour is formalized, within the Standard Model framework, through the following formalism for the charged current (CC) interaction

\[ J_{CC}^{\mu} = \frac{1}{\sqrt{2}} \bar{\psi}_e \gamma^{\mu} \left[ \frac{(1 - \gamma^5)}{2} \psi_{\nu} \right] + h.c. \]  (1.35)

Majorana found that it is also possible to describe massive particles just through one Weyl spinor, by taking \( \psi_L e \psi_R \), within the Dirac spinor, not independent of each other, but related by charge conjugation transformation \[ \psi_R = \psi_C^* \]  (1.36)

By using the right field given by eq. (1.36), the two equations in (1.30) reduces to the same equation; this implies a reduction of the degrees of freedom of the system, from 4 to 2. Moreover, \( \psi_R = \psi_L^C \) is a solution of Klein Gordon equation for massive particles, too. Hence, in this way one can describe a massive, \( \frac{1}{2} \) - spin fermion by using only one Weyl spinor. The bispinor with chiral components satisfying the relation in (1.36) is called Majorana spinor

\[ \psi_M = \left( \begin{array}{c} \psi_L \\ i\gamma^2\psi_L^* \end{array} \right) \]  (1.37)

With this new spinor, the equation of motion becomes

\[ (i\gamma_{\mu}\partial^{\mu} - m)\psi_M = 0 \]

or

\[ (i\gamma^{\mu} - m)\psi_M = 0 \]  (1.38)
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which is identical to Dirac equation only formally, because if we could write the Lagrangian density for Majorana fields like the Dirac Lagrangian density, then we would have the following mass term (à la Dirac)

\[
\bar{\psi}_M \psi_M = \left(-i\psi_L^T \sigma^2 \psi_L^\dagger\right) \left(i\sigma^2 \psi_L^\dagger\right) = -i\psi_L^T \sigma^2 \psi_L + i\psi_L^T \sigma^2 \psi_L^\dagger
\]

\[
= -i\psi_L^T \sigma^2 \psi_L + c.c.
\]

\[
= -i(\psi_L)_a(\sigma^2)_{ab}(\psi_L)_b + c.c.
\]

\[
= -i \left(\sigma^2\right)_{ab} (\psi_L)_a(\psi_L)_b + c.c. = 0
\]

which would imply that we are using classical anticommuting fields, in order to ensure that the product \((\psi_L)_a(\psi_L)_b\) is antisymmetric, instead of symmetric. This is just a first signal of the differences between Majorana and Dirac fields. In quantum field theory (QFT) it is possible to derive Majorana fermions equation of motion starting from a Lagrangian density formally Dirac-like, because spinor fields can be represented through anticommuting operators.

\[
\mathcal{L}^M = \frac{1}{2}(i\dot{\psi} - m) \nu \quad \text{(Majorana)}
\]

\[
\mathcal{L} = \overline{\psi} (i\dot{\psi} - m) \psi \quad \text{(Dirac)}
\]

The \(\frac{1}{2}\) factor in eq. (1.40) is inserted to avoid double counting, due to the halving of the spinor field degrees of freedom, because we are using Majorana fields; the definition of the latter fields implies that eq. (1.40) is no more \(U(1)\) - symmetric, differently from the Dirac case, meaning that only neutral fermions can be described by Majorana fields. Moreover, Majorana condition, \(\nu = \nu^C\), implies that Majorana particles coincide with their own antiparticles. All these features suggest that the only possible Majorana particle candidate is the neutrino\(^9\).

\(\text{\textsuperscript{9}}\text{Other neutral fermions, like the neutron together with other Standard Model neutral barions, cannot be Majorana particles, i.e. they do not coincide with their own antiparticle, because they can be distinguished by their non zero magnetic moment [25].}\)
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1.1.1.1.2 How to explain the small neutrino mass: see-saw mechanism

The discovery of neutrino flavour oscillations, allowed only for massive neutrinos, confirmed that neutrinos have non-zero mass. Direct experiments (e.g. tritium beta particle energy spectrum measurements) give upper limits showing that neutrinos should have a very small mass.

It is very tricky to explain the smallness of neutrino mass, as one can guess from the plethora of mechanisms, within and beyond the Standard Model, proposed up to now [26–32]; the simplest and most convincing one is represented by the so called see-saw mechanism.

There are 3 kinds of see-saw mechanisms, all giving a light neutrino mass inversely proportional to a huge mass, setting the energy scale of physics beyond the Standard Model. The most important one is the type I see-saw, based on the use of Standard Model fields, while type II and type III See-Saw mechanisms use fields not accounted for within the Standard Model [33] [34]. In type I see-saw [18] [35], right neutrinos, \( \nu_R \), are introduced as fields which transform like \( SU(3)_C \times SU(2)_L \times U(1)_Y \) singlets, meaning that right neutrinos would be sterile, i.e. they do not interact with any field, but with the Higgs one. According to type I see-saw mechanism, neutrino mass is given by

\[
m_\nu = \frac{m_D^2}{m_R} \tag{1.42}
\]

where \( m_D \) is a Dirac mass (like quarks and charged leptons masses), generated by the Higgs mechanism allowed by the Standard Model.

Eq. (1.42) implies that the larger right neutrino (not observed, because sterile) mass \( m_R \) is, the smaller is light neutrino mass \( m_\nu \) (the one which is “observed”).

Hence, this mechanism provides “spontaneously” the many orders of magnitude among neutrino mass and that of the other Standard Model fermions.
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1.1.1.3 Consequences of neutrino mass nature

If neutrinos have Majorana mass, then they would be low-energy manifestation of physics beyond the Standard Model. Moreover, in supersymmetric theories, fotino and neutralino are Majorana particles and the latter would be one of the possible candidates of Dark Matter.

Finally, a Majorana mass would support the leptogenesis theory, in which it is supposed that in the early Universe, due to the high energies, there should exist a lot of heavy neutrinos; in thermal non-equilibrium conditions, the CP-violating phases\footnote{In 1967 Sakharov suggested that it is possible to provide the actual Universe barion-antibarion asymmetry, starting from a symmetric condition, i.e. zero net barion number, $\Delta B = 0$, thanks to CP violation in non equilibrium conditions, so that the CP violating processes do not compensate each other.} \cite{37} would lead to different decay rates for heavy neutrinos and this, in turn, would generate the asymmetry between leptons and anti-leptons, which would be converted into barion anti-barion asymmetry \cite{38, 39} through the “sphaleron” fields. The latter are non-perturbative time-independent solutions of the electro-weak equations of motion; because of their non-pertubative nature, sphalerons cannot be represented within Feynman diagram framework. Therefore, sphalerons would violate barion ($B$) and lepton number ($L$) conservation, but would preserve their difference, $B - L$ \cite{39}.

1.1.2 Double beta decay

From experiments on neutrino flavour oscillations it is possible to get information only on the differences between squared neutrino masses, through the determination of flavour oscillation probability

\[
P_{\nu_{\alpha} \to \nu_{\beta}}(E, L) = \sum_{k, j} U_{\alpha k}^* U_{\beta k} U_{\alpha j} U_{\beta j}^* e^{-i \frac{\Delta m_{k\beta}^2 L}{2E}}
\]

where $\alpha, \beta = e, \mu, \tau$ are the flavour indices and $k, j = 1, 2, 3$ identify the mass eigenstates, $U_{\beta k}$ are the neutrino mixing matrix elements, $L$ is the distance between neutrinos source and the detector, $E$ represents...
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neutrino energy and $\Delta m^2_{kj} = m_k^2 - m_j^2$ is the difference between the square of neutrino masses; the latter ones are the eigenvalues of neutrino mass eigenstates, which combine each other through the mixing angles so as to “reproduce” flavour eigenstates, that correspond to the observed neutrinos.

Such experiments allow to indentify two neutrino mass hierarchies:

- **Normal**: 2 “heavy” neutrinos, characterized by a difference between squared masses $\sim \Delta m^2_{\text{sun}} \simeq 7.92(1 \pm 0.09) \times 10^{-5} \text{ eV}^2$ and one light neutrino, with a difference of squared masses with respect to the two heavy neutrinos, equal to $\Delta m^2_{\text{atm}} \simeq 2.4(1^{+0.21}_{-0.26}) \text{ eV}^2$.

- **Inverted**: 2 light and one heavy neutrinos, with the same prescription as for the normal hierarchy.

An experiment which could give information both on the value and the nature of (effective) neutrino mass (Dirac or Majorana), is the neutrinoless double beta decay ($0\nu\beta\beta$), which is indeed sensible to Majorana phases.

The double beta decay is a nuclear process that can occur only in those nuclei for which the single beta decay is energetically forbidden, i.e. when ground state (g. s.) energy of the parent nucleus ($A, Z$) is lower than g. s. energy of the daughter nucleus ($A, Z \pm 1$) plus electron mass. Indeed, if a nucleus can decay both $\beta$ and $\beta\beta$, then the latter process is practically hidden at all by the former, because it is characterized by a half-life longer than that of single $\beta$ decay, being the double beta decay a second order (and so one order higher than the single beta decay) process. Moreover, double beta decay is characterized by the emission of two charged leptons ($e^+/e^-$) together with two neutral leptons (neutrinos/antineutrinos) or without any emission of neutral leptons. The former case, known as two neutrino double beta decay ($2\nu\beta\beta$), is allowed by the Standard Model (see sect. 1.1.2.2), while the latter case refers to
the not yet observed $0\nu\beta\beta$ [40](see sect. below).

There exist three experimental methods to study double beta decaying nuclei, all based on half-life determination:

- **geochemical**: the abundance of the final nucleus in a ore sample containing the candidate isotope is monitored;

- **radiochemical**: the procedure is like the geochemical case, but using artificial samples;

- **direct**: study of the energy spectrum of electrons/positrons emitted by the candidate nucleus.

The first two methods are of indirect kind and do not allow to distinguish between $0$ and $2\nu\beta\beta$, while the last does, even if it requires very precise and clean measurements, which up to now led to the discovery of most of $2\nu\beta\beta$ decaying nuclei, but no $0\nu\beta\beta$ decaying ones.

### 1.1.2.1 $0\nu\beta\beta$

If neutrinos are Majorana particles, then the double beta decay can proceed both with and without two neutrinos emission, so that the latter process

$$(A, Z) \rightarrow (A, Z \pm 2) + 2\epsilon^\pm$$

would represent a good tool to discriminate between Dirac and Majorana neutrinos. $0\nu\beta\beta$, proposed by Furry in 1939 [41], has not been observed, yet. The spectrum of the couple of charged leptons emitted in this case should be discrete, peaked at the Q-value of the process, $Q_{\beta\beta}$, but however it would be hidden by the tale of the continuous energy spectrum of the two charged leptons from $2\nu\beta\beta$ decay. Neutrinoless double beta decay is forbidden by the Standard Model, because it would violate total lepton number conservation by 2 units. The experimental observable
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Figure 1.4: Feynman diagrams for $2\nu\beta\beta$ (left panel) and for $0\nu\beta\beta$ (right panel) [24].

checked is the half-life of the given candidate nucleus,

$$T_{1/2}^{0\nu} = [G^{0\nu}|M^{0\nu}|^2 |f(m_{\beta\beta}, m)|^2]^{-1}$$  \hspace{1cm} \text{(1.44)}

which depends on the phase space element, $G^{0\nu} \propto Q_{\beta\beta}^{5}$, and on the nuclear matrix element (NME), $M^{0\nu}$. At first, Furry estimated a $0\nu\beta\beta$ half-life shorter than that of the competing $2\nu\beta\beta$ decay, because He didn’t take into account that if neutrinos are massive particles, then they are no more helicity eigenstates and so there is a mixing between big and small components of neutrino field; indeed, this mixing leads to a factor $\sim (m_\nu/E_\nu)^{-2}$ in $0\nu\beta\beta$ half-life, thus increasing the latter by about 5 – 6 orders of magnitude with respect to $2\nu\beta\beta$ decay half-life [42]. Eq. (1.44) also shows the $T_{1/2}^{0\nu}$ dependence on neutrino effective mass\footnote{The main sources of information on neutrino mass are three:

1) the high energy tale of beta particles spectrum, which is very sensitive to the electron neutrino effective mass $m_\beta = \sqrt{c_{13}^2 c_{12}^2 m_1^2 + c_{13}^2 s_{12}^2 m_2^2 + s_{13}^2 m_3^2}$ (in this case there is no destructive interference, because $m_\beta$ is the sum of positive quantities);

2) the double beta decay experiments, probing the effective Majorana mass, 
\[ m_{\beta\beta} = |e_{13}^2 c_{12}^2 m_1 + e_{13}^2 s_{12}^2 m_2 e^{2i\lambda_2} + s_{13}^2 m_3 e^{2i(\lambda_3 - \delta_{13})}| \] (in this case destructive interference could happen);

3) the cosmological observable given by the sum of the 3 neutrino masses, $\Sigma = m_1 + m_2 + m_3 \approx 0.61\, eV$, which can influence the formation of large-scale structures.

where $c_{ij} = \cos \theta_{ij}$ and $s_{ij} = \sin \theta_{ij}$, being $\theta_{ij}$ the mixing angle between the two species $i$ and $j$ ($i, j = 1, 2, 3$); $m_i$ ($i = 1, 2, 3$) are the three neutrino mass eigenvalues.}.

$$m_{\beta\beta} = |\sum_k U_{ek}^2 m_k| = |m_1 U_{e1}^2 + m_2 U_{e2}^2 + m_3 U_{e3}^2|$$  \hspace{1cm} \text{(1.45)}
and on \( m \) in eq. (1.44), whose value depends on the scenarios considered [43–45]:

1. **light neutrino** \((m_\nu \ll 1 \text{ MeV})\) **exchange scenario**: \( m \) corresponds to the electron mass;

2. **heavy neutrino** \((m_\nu \gg 1 \text{ GeV})\) **exchange scenario**: \( m \) is equal to the proton mass;

3. **Majoron emission scenario**: \( m \) represents the Majoron mass;

4. **Sterile neutrino exchange scenario**: \( m \) is the sterile neutrino mass.

It can be shown that \(0\nu\beta\beta\) NME can be written, in momentum space, as

\[
\mathcal{M}_{0\nu}(p) = R(B, J_f^\pi) \sum_{i,j} \left\{ \tau_i^+ \tau_j^- \left[ -H^F(p) + H^{GT}(p) \sigma_i \cdot \sigma_j + H^t(p) S_{ij}^p \right] \right\} |A, 0^+\rangle
\]

\[
= R \left( g_A^2 \mathcal{M}_{0\nu}^{(GT)} - g_V^2 \mathcal{M}_{0\nu}^{(F)} + g_A^2 \mathcal{M}_{0\nu}^{(t)} \right)
\]

(1.46)

where \( A \) and \( B \) denote the parent and daughter nuclei with total angular momentum and parity \( 0^+ \) and \( J_f^\pi \), respectively; \( R = 1.2A^{1/3} \) is the nuclear radius in femtometers, introduced to make \( \mathcal{M}_{0\nu}(p) \) dimensionless [46]; \( p \) is the momentum transfer, viz. the difference between initial and final nuclear linear momenta, \( S_{ij}^p = 3 (\sigma_i \cdot \hat{p}) \sigma_j \cdot \hat{p} - \sigma_i \sigma_j \) is the rank-2 tensor in momentum space and the sum is over the nucleons involved in the transition. \( h^{(i)}(p), i = F, GT, t, \) represent Fermi (F), Gamow-Teller (GT) and tensor (t) contributions, which can be further factorized into the product \( h^{(i)}(p) = \nu(p) \tilde{h}^{(i)}(p) \), where \( \nu(p) \) is called “neutrino potential” and \( \tilde{h}^{(i)}(p) \) represents the form factor. Gamow-Teller and tensor contributions for the latter term can in turn be expressed as the following sums [45]

\[
\tilde{h}^{GT}(p) = \tilde{h}^{GT}_{AA}(p) + \tilde{h}^{GT}_{AAP}(p) + \tilde{h}^{GT}_{PPP}(p) + \tilde{h}^{GT}_{MM}(p)
\]

\[
\tilde{h}^t(p) = \tilde{h}^t_{AAP}(p) + \tilde{h}^t_{PPP}(p) + \tilde{h}^t_{MM}(p)
\]

(1.47)
where the expressions of all the terms in the sums are given in tab. 1.1. The form factors contain all the information relative to the weak interaction, because they are functions of the weak vector \((g_V)\) and axial \((g_A)\) coupling constants, as shown in tab. 1.1.

The tensor term can be neglected, because it has been provided that it affects the total \(0\nu\beta\beta\) NME only by a few percent \([49–51]\). The expressions of neutrino potential and of the function \(f(m_{\beta\beta}, m)\) depend on the “scenario” considered\(^{12}\), i.e. they depend on the particle exchanged between the two decaying nucleons, as shown in table 1.2 \([52]\), and on the approximations used in the calculations. The expressions of neutrino potential in tab. 1.2 have been obtained by using closure approximation, i.e. by neglecting the denominator dependence on the energy of the intermediate nuclear states (which is approximated with a proper average value, called closure energy), so that the completeness of the (virtual) nuclear intermediate states can be exploited to give the unitary operator of Hilbert space of such nuclear states; in this way, the NME of a 2–body nuclear transition operator must be evaluated. Closure approximation turns out to be very useful, because it eliminates the need of calculating a very large number of nuclear states in the intermediate channel, which could be computationally challenging, especially for heavy systems \([53]\).

Actually, different nuclear structure models give \(M^{0\nu}\) values differing by about a factor of 3 \([52, 54]\), as shown in fig. 1.5, unlike \(G^{0\nu}\), which is totally under control.

The large differences in the values of the \(0\nu\beta\beta\) nuclear matrix element, determined by using different nuclear structure models, lead to an even greater uncertainty in \(m_{\beta\beta}\) determination. For this reason, alternative methods for NME determination have been explored: the first attempts were made by studying the \((\pi^\pm, \pi^\mp)\) double charge exchange

\(^{12}\)Of course, for \(2\nu\beta\beta\) decay there are no scenarios and so there is a unique expression for neutrino potential, \(\nu(p) = \frac{\delta(p)}{p^2}\).
Table 1.1: Fermi, Gamow-Teller and tensor terms appearing in the corresponding form factors, according to Šimkovic’s formulation [45]. \( m_p \) is proton mass, \( m_{\pi} \) is pion mass, \( M_A^2 = 1.09 \text{ GeV}^2 \) [47], \( M_V^2 = 0.71 \text{ GeV}^2 \) [48] and \( \kappa_\beta = 3.70 \) is the isovector anomalous magnetic moment of the nucleon.
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<table>
<thead>
<tr>
<th>scenarios</th>
<th>$f(m_{\beta\beta}, m)$</th>
<th>$\nu(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{m_{\beta\beta}}{m_e}$</td>
<td>$\frac{2}{\pi} \frac{1}{p(p+\bar{A})}$</td>
</tr>
<tr>
<td>2</td>
<td>$m_p \langle \frac{1}{m_{\nu_h}} \rangle$</td>
<td>$\frac{2}{\pi} \frac{1}{m_p m_e}$</td>
</tr>
<tr>
<td></td>
<td>$\langle \frac{1}{m_{\nu_h}} \rangle = \sum_{k=heavy}</td>
<td>U_{ek}</td>
</tr>
<tr>
<td>3</td>
<td>$\langle g \rangle$</td>
<td>$\frac{2}{\pi} \frac{1}{p(p+\bar{A})}$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{m_N}{m_e}$</td>
<td>$\frac{2}{\pi} \frac{1}{\sqrt{p^2 + m_N^2}} \left( \frac{1}{\sqrt{p^2 + m_N^2} + \bar{A}} \right)$</td>
</tr>
</tbody>
</table>

Table 1.2: Expressions for $f(m_{\beta\beta}, m)$ and neutrino potential for the different neutrino exchange scenarios in $0\nu\beta\beta$. $\bar{A} = 1.12 A^{1/2}$ MeV is the closure energy, $g$ is the effective Majoron coupling constant and $m_N$ is the sterile neutrino mass, which can vary on a wide mass range ($eV$–$TeV$).
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Figure 1.5: Nuclear matrix element for $0\nu\beta\beta$, for different candidate nuclei, in case of light neutrino exchange. Calculations are performed through different nuclear structure models [52].

(DCE) pion-nucleus ($\pi - N$) reactions, but such processes are described by different kind of spin-isospin operators [55–57], so that they do not give information about $0\nu\beta\beta$ NMEs; recently, increasing interest is reversed in heavy ion double charge exchange nuclear reactions, because of several analogies between such process and neutrinoless double beta decay weak process [1], as will be shown in the next sections.

1.1.2.2 $2\nu\beta\beta$

If neutrinos are Dirac particles, then double beta decay can occur only with the emission of two neutrinos, together with the two charged leptons.

$$(A, Z) \rightarrow (A, Z \pm 2) + 2e^\pm + 2\nu_e(\bar{\nu}_e)$$

This decay mode was proposed by M. Goeppert-Meyer in 1935 [58] and was first recorded in 1950 in a geochemical experiment with $^{130}\text{Te}$ [59]; then, in 1967 $2\nu\beta\beta$ was observed for $^{82}\text{Se}$ also in a geochemical experiment [60] and has been observed through direct experiments only in 1987 [61]. In the next few years, direct experiments were able to detect such decay in many other nuclei [62]. Nowadays, $2\nu\beta^-\beta^-$ decay has been
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observed in 10 nuclei (while $2\nu\beta^+\beta^+$, $2\nu\beta^+EC$ and $2\nuECEC$ processes have been observed only in $^{130}$Ba isotope, from geochemical experiments) [63]: $^{48}$Ca, $^{76}$Ge, $^{82}$Se, $^{96}$Zr, $^{100}$Mo, $^{116}$Cd, $^{128}$Te, $^{130}$Te, $^{150}$Nd and $^{238}$U (from radiochemical experiments [64]). Double beta decay half-lives depend on the axial coupling constant to the fourth power, so that they are extremely sensible to $g_A$ value; since $2\nu\beta\beta$ has been measured in several nuclei, it provides a tool, much powerful than single beta decay, for estimating the effects of the nuclear medium on $g_A$, i. e. its effective value, $g_A^{\text{eff}}$, or the quenching factor $q = g_A^{\text{eff}}/g_A = M_{\text{exp}}^{\text{GT}}/M_{\text{theo}}^{\text{GT}}$, given by the ratio of experimental to theoretical GT nuclear matrix elements [46].

Because $2\nu\beta\beta$ is a 5-body decay, the energy spectrum of the two electrons/positrons emitted is continuous, with end-point energy equal to the maximum energy available for the couple of charged leptons, $Q_{\beta\beta} = M_A - M_B - 2m_e$, as shown in fig. 1.6.

![Figure 1.6: Example of an energy spectrum of the couple of charged leptons emitted in double beta decay process with the emission of 2 neutrinos (continuous spectrum) and without neutrinos emission (a quite sharp peak at the Q-value of the process, zoomed of many orders of magnitude), if the latter were observed.](image)

The calculation of $2\nu\beta\beta$ nuclear matrix element, $\mathcal{M}^{(2\nu)}$, turns out to be more complex than for $0\nu\beta\beta$ [46]. Indeed, in general, the inverse of $2\nu\beta\beta$ half-life cannot be factorized into the product of the phase space factor, $G^{2\nu}$, and the square modulus of $\mathcal{M}^{(2\nu)}$, because both these terms depend on the states of the odd-odd nucleus involved in the intermediate
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Figure 1.7: Nuclear energy level scheme for $2\nu\beta\beta$ decay of $^{100}$Mo [46].

channel, as shown in fig. 1.7 and in eq. (1.48), e. g. for $2\nu\beta^+\beta^+$ decay,

$$
\left[ T_{1/2}^{(2\nu)} \right]^{-1} = \sum_n G_n^{(2\nu)} |\mathcal{M}_n^{(2\nu)}|^2
$$

$$
= \sum_n G_n^{(2\nu)} \left( g_V^2 |F_n| - g_A^2 |\mathcal{M}_{GT}^{(2\nu)}| \right)^2
$$

$$
= \sum_n G_n^{(2\nu)} \left( g_V^2 \frac{\langle \psi_B | \sum_i \tau_i^+ |n\rangle \langle n | \sum_j \tau_j^+ |\psi_A\rangle}{E_n - \frac{1}{2}(M_A + M_B)} - g_A^2 \frac{\langle \psi_B | \sum_i \sigma_i \tau_i^+ |n\rangle \langle n | \sum_j \sigma_j \tau_j^+ |\psi_A\rangle}{E_n - \frac{1}{2}(M_A + M_B)} \right)^2
$$

where the indices $i$ and $j$ run over all nucleons of the decaying nucleus, $n$ runs over all intermediate nuclear states, each with energy $E_n$, which for allowed or superallowed beta decays can be only $1^+$ or $0^+$ states, starting from a nucleus with $0^+$ ground state. Thus, $2\nu\beta\beta$ decay half-life cannot generally be factorized, because on the one side it is necessary to sum the contributions calculated for each intermediate $0^+$ and $1^+$ nuclear state, and on the other side closure approximation should not be good, due to the small momentum transfer (of the order of few MeV) characterizing $2\nu\beta\beta$. However, the closure approximation is still valid if a proper average value of the intermediate state energy (closure energy) is chosen, so that phase-space factor can be separated from $2\nu\beta\beta$ nuclear
matrix element, given by the following expression [46]

\[ \mathcal{M}^{(2\nu)} = g_V^2 \left( \langle B, 0^+ | \frac{\sum_{i,j} \tau_i^+ \tau_j^+}{E_{0^+} - \frac{1}{2}(M_A + M_B)} | A, 0^+ \rangle \right) \]

\[ - g_A^2 \left( \langle B, 0^+ | \frac{\sum_{i,j} \sigma_i \tau_i^+ \tau_j^+}{E_{1^+} - \frac{1}{2}(M_A + M_B)} | A, 0^+ \rangle \right) \]  \hspace{1cm} (1.49)

\[ = g_V^2 \mathcal{M}_F^{(2\nu)} - g_A^2 \mathcal{M}_GT^{(2\nu)} \]

taking into account that the closure energies \( E_{0^+} \) and \( E_{1^+} \), respectively for double Fermi and double GT transitions, are different. However, \( 2\nu\beta\beta \) decay matrix elements involving only Fermi transitions can often be neglected [46, 51].

Another approximation allowing to separate phase-space factor from \( \mathcal{M}^{(2\nu)} \) is the single state dominance (SSD) [65–69], through which nuclear matrix element becomes

\[ \mathcal{M}^{(2\nu)} = g_V^2 \left( \langle B, 0^+ | \frac{\sum_{i,j} \tau_i^+ \tau_j^+}{E_{0^+} - \frac{1}{2}(M_A + M_B)} | A, 0^+ \rangle \right) \]

\[ - g_A^2 \left( \langle B, 0^+ | \frac{\sum_{i,j} \sigma_i \tau_i^+ \tau_j^+}{E_{1^+} - \frac{1}{2}(M_A + M_B)} | A, 0^+ \rangle \right) \]  \hspace{1cm} (1.50)

Hence, \( 2\nu\beta\beta \) decay half-life can be expressed, both in closure approximation and in SSD, as

\[ T^{(2\nu)}_{1/2} = \left[ G^{(2\nu)} | \mathcal{M}^{(2\nu)} |^2 \right]^{-1} \]  \hspace{1cm} (1.51)

\( 2\nu\beta\beta \) half-life measurements give directly the value of \( 2\nu\beta\beta \) nuclear matrix element through eq. (1.51), thus offering a sensitive test of nuclear structure calculations, but from the particle physics point of view, no information on Dirac or Majorana nature of neutrino mass can be gained, because it can be shown that \( 2\nu\beta\beta \) half-life is free of unknown particle physics parameters [70] (like neutrino effective mass).

Moreover, the existence of a proportionality relation between \( 2\nu\beta\beta \) and \( 0\nu\beta\beta \) nuclear matrix elements would represent a lifeline for determining the latter, but unfortunately the state - of - art calculations, within
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Quasiparticle Random Phase Approximation (QRPA), lead to results disfavouring such proportionality relation [71].

1.2 Charge Exchange Nuclear Reactions

Together with the weak processes shown above, there exist many other different tools to gain information on the organization of nucleons inside the nucleus, from photon beams off nuclei and charged-lepton nucleus scattering, giving information on charge distribution, magnetic moment and other electromagnetic properties of nuclei, to meson-nucleus, nucleon-nucleus and nucleus-nucleus scattering, carrying information on nuclear mass distribution and on a plethora of other nuclear structure properties, both of collective and of single particle nature.

Since several decades, a special interest has been reversed on the study of charge exchange (CE) nuclear reactions induced by the strong interaction, which can be studied through pion-nucleus, nucleon-nucleus or nucleus-nucleus scattering. These reactions can take place in a unic step ("direct" charge exchange) or in more steps (multi-nucleon transfer). All these processes are characterized by the change of the charge of both projectile and target nuclei by one or more units, leaving unchanged their mass number

\[ A(Z_A, N_A) + a(Z_a, N_a) \rightarrow B(Z_A \pm n, N_A \mp n) + b(Z_a \mp n, N_a \pm n) \]

or

\[ A(Z_A, N_A) + \pi^\pm \rightarrow B(Z_A \pm k, N_A \mp k) + \pi^{\mp(k-1)} \]

(1.52)

where \( n = 1, 2 \cdots \min\{Z_A, N_A, Z_a, N_a\} \) represents the number of nucleons exchanged, while \( k = 1, 2 \) indicates the change in charge of both pion and nucleus. The first line of eq. (1.52) refers both to direct and multi-nucleon transfer processes, because only initial and final channels are indicated, omitting possible intermediate states, leading to the same
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final nuclear system, while the second line of course refers only to direct charge changing nuclear reactions. These kind of processes could help in further constraining the existing plethora of nuclear structure models, that offer discrepant descriptions of many properties of nuclei (magnetic moments, energy levels in odd-odd nuclei and spin-isospin resonances [9]). Particular interest has been reversing on direct single \( (n = 1, k = 1) \) and double \( (n = 2, k = 2) \) charge exchange reactions due to their wide range of exploration about the properties of nucleons within the nuclear medium, as shown in the next two sections.

1.2.1 Single Charge Exchange Reactions

After the first pioneering explorations [72, 73], the study of “direct” single charge exchange (SCE) reactions, both pion [74, 75] and light ion induced, was soon extended to transitions associated to spin degrees of freedom [76, 77]. High energy light ion SCE reactions, like high energy \((p, n)\) and \((n, p)\) processes, have been widely studied [2, 9, 78, 79], giving important information on charge exchange resonances (e.g. Isobaric analog resonance and Gamow-Teller giant resonance) and on spin-isospin effective interactions. In particular, considerable interest has been reversed on the monopole component, \(\Delta L = 0\), of light ion induced SCE reactions, since the operator describing such transitions in spin-isospin space is analogous to the one describing GT \(\beta\) decays [80].

Heavy ion SCE reactions carry informations complementary to light ion ones, allowing the study higher multipolarity transitions, thus extending the investigation to the nuclear structure of the so called forbidden transitions, not accessible through \(\beta\) decays.

The theoretical formalism of SCE reactions was developed in ‘80s by Taddeucci et al. [2] for high energy \((p, n)\) reactions, while a theory for heavy ion charge exchange reactions at low and intermediate energies is for the first time provided by the present PhD work together with an
extension to heavy ions of the proportionality relation found between the forward angular distribution for \((p, n)\) reactions and beta decay nuclear matrix element [2, 7], as shown in chapter 3.

\subsection{1.2.2 Double Charge Exchange Reactions}

“Direct” double charge exchange (DCE) nuclear reactions consist in the simultaneous exchange of two nucleons \((\Delta T_z = \pm 2)\) between projectile and target nuclei

\[ A(N_A, Z_A) + a(N_a, Z_a) \rightarrow B(N_A, Z_A \pm 2) + b(N_a, Z_a \mp 2) \quad (1.53) \]

While SCE processes can be studied both with light and heavy ions, DCE reactions with light nuclei present difficulties like dealing with the measurement and reconstruction of the trajectory of three different final projectile particles, problems avoided by using heavy ions both for projectile and target [81]; however, light ions represent an interesting tool for searching of exotic systems, e.g., the tetra-neutron system through the reaction \(^4\text{He}(^8\text{He},^8\text{Be})4n\) [82].

Heavy ion DCE processes can be regarded as multipurpose probes,
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further constraining nuclear structure models, because such reactions allow to:

- probe spin - isospin terms of nuclear effective interaction;
- probe high multipolarity collective modes;
- probe new nuclear physics phenomena, like double Gamow-Teller resonance [83];
- probe nucleon - nucleon pairing correlations inside nuclei;
- get information on double beta decay nuclear matrix element.

In the present work main attention is turned to the latter point.

As shown in the next chapters, heavy ion DCE processes are mainly direct (i.e. surface) nuclear reactions, so that a perturbative approach allows to describe such processes in terms of two SCE reactions, by two different mechanisms:

1. DCE processes can be interpreted as a sequence of two independent SCE reactions, i.e. the two nucleons are exchanged incoherently, thus revealing the analogy with $2\nu\beta\beta$, both for zero angular and (also small) linear momentum transfer.

2. In DCE reactions, the two nucleons are exchanged coherently (coherent sum of two SCE processes), thus allowing to obtain a diagrammatical structure strongly resembling the one describing $0\nu\beta\beta$ decay. The different nature of the off-shell propagators describing the two processes made the determination of a proportionality relation between DCE cross section and $0\nu\beta\beta$ decay strength quite difficult, in that it is first of all necessary to be sure of the analogy between the nuclear matrix elements of the two processes; very recently, different nuclear structure calculations (non-relativistic
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energy density functional model, shell - model [3] and interacting boson model [4]) reveal the existence of a nearly linear proportionality relation between heavy ion DCE - DGT and $0\nu\beta\beta$ nuclear matrix elements, even if an analytical determination of such relation is anything but straightforward and is still a subject under study [5].

The above different DCE mechanisms are shown in fig. 1.9, together with the weak decay processes they look like, and an example of the corresponding patterns crossed in the nuclear chart are illustrated in fig. 1.10.

However, it is anything but straightforward to extract information on $0\nu\beta\beta$ decay strength, because of the competition between the two DCE mechanisms listed above. Nevertheless, it is pleasing that the second mechanism strongly depends on nuclear correlations, which become more
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Figure 1.10: Example of “direct” double charge exchange nuclear reaction, leading to the transition $^{116}\text{Cd} \rightarrow ^{116}\text{Sn}$. The first mechanism, described in the text, is the one given by the reactions indicated by the two short arrows, while the second mechanism in the text is represented by the long arrow, directly linking initial and final nuclei.

and more important as energy decreases [84], so that the low-energy range would be a promising research tool.

In this thesis main attention has been focused on the point 1, described below in the present chapter, in order to understand to what extent this “competing” process dominates or is dominated by the “golden” one.

As stated in the previous sections, the reason why a lot of interest is turning toward the determination of a relation between the nuclear matrix elements of DCE reaction and of $0\nu\beta\beta$ decay lies in the large differences among $0\nu\beta\beta$ NME values determined by using different nuclear structure models [52].

The first alternative attempt for $0\nu\beta\beta$ NME determination was made by studying the $(\pi^\pm,\pi^\mp)$ DCE pion-nucleus $(\pi - N)$ reactions [83, 85–87], but such processes are described by different kind of operators [55, 56, 88], so that they do not give information on $0\nu\beta\beta$ NMEs. Early studies of heavy-ion induced DCE reactions didn’t lead to significant results, because of the lack of zero degree data and the poor yields in the
measured energy spectra and angular distributions, due to the very low cross sections observed [80], ranging from about $5 - 40 \text{ nb}/\text{sr}$ [89, 90] to $10 \mu\text{b}/\text{sr}$ [91, 92].

Recently, high resolution and large acceptance spectrometers are available, allowing to overcome the main experimental challenges of heavy ion DCE reactions. This has been leading to a renewed increasing interest on the study of the latter nuclear reactions, guided by the analogies between heavy ion DCE processes and $0\nu\beta\beta$ decays [1], despite the former is mediated by the nuclear strong interaction (charged meson exchange) and the latter by weak interaction (weak charged boson exchange):

1. the same initial and final nuclei are involved;

2. both processes can be described by the same Gamow-Teller, Fermi and rank-2 tensor operators, but combined through different coefficients, whose weight varies changing beam energy;

3. in the intermediate off-shell states, large angular and linear momentum ($\sim 100 \text{ MeV}/c$) are involved;

4. both processes are non-local and characterized by 2 vertices localized in the same pair of valence nucleons;

5. the same nuclear medium is involved, so that in medium effects are expected to influence the system in both cases (giving the possibility to extract information on $g_A$ quenching);

6. both processes are characterized by an off-shell propagator.

Moreover, “direct” DCE processes can be mimicked by different competing mechanisms, which do not give any information on $0\nu\beta\beta$ strength (for example all combinations of two two-nucleon transfer processes and the combination of two-nucleon transfer with single charge exchange processes), so that their effect must be minimized.
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Nowadays there are three main experiments on heavy ion DCE reactions:

1. NUMEN at INFN — LNS (Italy), looking for a link between heavy ion DCE and $0\nu\beta\beta$ nuclear matrix elements, which already performed DCE reaction experiments for $^{40}\text{Ca}(^{18}\text{O},^{18}\text{Ne})^{40}\text{Ar}$ (pilot experiment [1]) and $^{116}\text{Sn}(^{18}\text{O},^{18}\text{Ne})^{116}\text{Cd}$ heavy systems, both at $15\text{ AMeV}$, but many other systems, involving candidate $0\nu\beta\beta$ nuclei, are work in progress [93];

2. HIDCX at RCNP (Japan), looking for double Gamow-Teller resonance (which is related to $0\nu\beta\beta$ decay [3]) by using heavy ions [94, 95].

3. RIBF at RIKEN (Japan), exploring exotic nuclear systems (neutron drip-line nuclei) through DCE reactions with radioactive beams [82].

the first two looking for a connection with $\beta\beta$ decays, which is the focus of the present work. In particular, the formalism developed for heavy ion DCE reactions, described in terms of a sequence of two SCE processes is illustrated in chapter 4.

1.2.3 Transfer Reactions

Transfer reactions are nuclear processes characterized by the exchange, or a sequence of exchanges, of nucleons (or cluster of nucleons) between projectile and target nuclei, caused by nuclear mean field potential interactions; hence, such reactions bring on changes in the mass number and/or in the charge of both target and projectile nuclei. Multi-nucleon transfer transitions can lead to a change of the only charge of the interacting nuclei, like the “direct” single and double charge exchange reactions, described above. Transfer reactions represent the main processes competing with the direct charge exchange: already at single charge exchange
level, transfer processes are described by operators of completely different nature with respect to those describing Gamow-Teller- and Fermi-like transitions [92, 96–99], thus do not carrying any information on beta decay matrix element.

Fig. 1.11 shows the nuclei involved in multi-nucleon transfer transitions e. g. for the nucleus \(^{116}\text{Cd}\), which is one of the ions used as target in NUMEN experiment. The upper panel of fig. 1.11 shows the two

![Diagram of nuclear chart showing transfer processes](image)

**Figure 1.11:** Example of the pattern, in nuclear chart, followed by nuclear transfer reactions leading from \(^{116}\text{Cd}\) to \(^{116}\text{In}\) (upper panel) and to \(^{116}\text{Sn}\) (central and lower panels). The blue and the red arrows, in the figure, represent neutron and proton exchange, respectively. E. g. the single charge exchange transition \(^{116}\text{Cd} \rightarrow ^{116}\text{In}\) can proceed, by means of transfer processes, via two possible patterns: \(^{116}\text{Cd} \rightarrow ^{115}\text{Cd} \rightarrow ^{116}\text{In}\) (lower path) or \(^{116}\text{Cd} \rightarrow ^{117}\text{In} \rightarrow ^{116}\text{In}\) (upper path). The same holds for double charge exchange processes, which can proceed via different SCE direct and transfer combinations (third order processes), shown in the intermediate panels, or by four-nucleon transfer (fourth order processes), in the two lower panels.
possible patterns, across the table of nuclides, through which the single charge exchange via two nucleon transfer can proceed:

by one neutron pick-up and one proton stripping (see chapter 2), viz.

\[ A(Z_A, N_A) + a(Z_a, N_a) \rightarrow C(Z_A, N_A - 1) + c(Z_a, N_a + 1) \]
\[ \rightarrow B(Z_A + 1, N_A - 1) + b(Z_a - 1, N_a + 1) \] (1.54)

or by one proton stripping and one neutron pick-up

\[ A(Z_A, N_A) + a(Z_a, N_a) \rightarrow C(Z_A + 1, N_A) + c(Z_a - 1, N_a) \]
\[ \rightarrow B(Z_A + 1, N_A - 1) + b(Z_a - 1, N_a + 1) \] (1.55)

both cases revealing that they are second order processes, while direct single charge exchange is of first order (see fig. 1.8).

The intermediate and lower panels of fig. 1.11 illustrate three (two-nucleon transfer plus direct single charge exchange) and four nucleon transfer processes, respectively, leading to a double charge exchange transition. The former ones are third order and the second are fourth order processes against the “direct” double charge exchange reactions, which are second or first order processes, depending on the DCE mechanism explored.

Because transfer reactions are higher order processes than the corresponding direct charge exchange transitions, they are expected to be negligible with respect to the latter ones.

Studies performed in the early ’70s show that heavy ion transfer cross section, for beam energies well above Coulomb barrier, can be large if some kinematical conditions (Brink’s kinematical conditions), depending on the \( Q \)-value of the transfer reaction, are satisfied [100]. Conversely, by properly choosing beam energy, projectile and target nuclei, it is possible to mismatch these conditions, thus keeping transfer cross section (for heavy nuclei) lower than that for “direct” processes.

In fact, a work of the late ’80s [101] proved that for heavy systems \( (A \sim 12) \) at energies \( E \sim 100 \text{AMeV} \) the “direct” charge exchange pro-
cesses safely dominate over the transfer ones, as illustrated in fig. 1.12.

Figure 1.12: Comparison between “direct” (dotted-dashed line) and two-nucleon transfer (dashed line) single charge exchange angular distributions, for the reaction $^{12}\text{C}(^{12}\text{C}, ^{12}\text{N})^{12}\text{B}^{*}_{1/2}^{+}$, for incident energies (per nucleon) in the range [10; 100] $MeV$ [101].

Recent preliminary studies on the competition between “direct” and transfer single charge exchange processes for heavier nuclear systems at low and intermediate energies show a dominance of the “direct” process for small angular momentum transfer ($\Delta J \leq 1$) [102]; other preliminary results show that “direct” DCE processes dominate over all competing mechanisms [81], illustrated in the central and lower panels of fig. 1.11.
2.1 Nuclear Reaction theory: some basic concepts

The main tool to get information on a nucleus is represented by the scattering of a given probe off the nucleus of interest; the probe can be a photon, a lepton, a meson, a nucleon or a complex nucleus, depending on the type of information one wants to get.

In this chapter, some basic theoretical concepts of the scattering theory are shown.

A free particle, moving with momentum $k$, is simply described by a plane wave, $\phi_k(r) = \langle r | \phi_k \rangle = e^{-ikr}$, which is eigenfunction of the kinetic hamiltonian operator (in non-relativistic regime) $\hat{H}_0 = \frac{k^2}{2m}$, with eigenvalue $E$, i.e. it is a solution of the time-independent Schrödinger equation

$$\hat{H}_0 |\phi_k\rangle = E |\phi_k\rangle \quad (2.1)$$

A scattering process of a free particle (projectile) off the nucleus of

---

1Natural units, $\hbar = c = 1$, are used in the whole thesis, unless otherwise indicated.
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interest (target) can be described in terms of a free particle encountering a short-ranged potential \( V(r) \), i.e. \( V(r) \approx 0 \) for \( r \gg a \), where \( a \) is the size of the target; thus, the wave function describing the system is a solution of the following Schrödinger equation

\[
(\hat{H}_0 + \hat{V})|\psi_k\rangle = E|\psi_k\rangle \tag{2.2}
\]

One can immediately see that the latter equation reduces to the Schrödinger equation for free particles, eq. (2.1), for \( r \gg a \). In order to solve eq. (2.2), i.e. to determine in which way the free hamiltonian eigenfunction is modified by the presence of the potential \( V(r) \), it is useful to reorder eq. (2.2) as

\[
(E - \hat{H}_0)|\psi_k\rangle = \hat{V}|\psi_k\rangle \tag{2.3}
\]

so that it can be treated as an inhomogeneous partial differential equation (p.d.e.), with the inhomogeneity term just given by the potential; the total solution of such a p.d.e. is obtained by summing the solution of the corresponding homogeneous p.d.e., which is nothing but eq. (2.1), and a particular solution, given by \( |\psi_k^{(\pm)}\rangle = G^{(\pm)}(E)|\psi_k^{(\pm)}\rangle \), where \( G^{(\pm)}(E) = \frac{1}{E - H_0 \pm i\epsilon} \) is the Green function; thus, the total solution is

\[
|\psi_k^{(\pm)}\rangle = |\phi_k\rangle + \frac{1}{E - H_0 \pm i\epsilon} \hat{V}|\psi_k^{(\pm)}\rangle \tag{2.4}
\]

or equivalently, by introducing a transition operator, \( \hat{T} \), such that \( \hat{T}|\phi_k\rangle = \hat{V}|\psi_k^{(\pm)}\rangle \), and by multiplying both sides of eq. (2.4) by \( \hat{V} \) on the left,

\[
\hat{V}|\psi_k^{(\pm)}\rangle = \hat{V}|\phi_k\rangle + \hat{V} \frac{1}{E - H_0 \pm i\epsilon} \hat{V}|\psi_k^{(\pm)}\rangle \\
\implies \hat{T}|\phi_k\rangle = \hat{V}|\phi_k\rangle + \hat{V} \frac{1}{E - H_0 \pm i\epsilon} \hat{T}|\phi_k\rangle \tag{2.5}
\]

Eqs (2.4) and (2.5) represent the well known Lippmann - Schwinger equation [103, 104] for scattering states and for the transition operator \( \hat{T} \), respectively; both are integral equations, as can be seen by projecting,
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for example, eq. (2.4) on the coordinate space

$$\langle \mathbf{r} | \psi^{(+)}_{\mathbf{k}} \rangle = \langle \mathbf{r} | \phi_{\mathbf{k}} \rangle + \int d^3 r' \frac{1}{E - H_0 \pm i \epsilon} | \mathbf{r}' \rangle \langle \mathbf{r}' | \hat{V} | \psi^{(+)}_{\mathbf{k}} \rangle$$  (2.6)

It is possible to show that the kernel of eq. (2.6),

$$G^{(\pm)}(\mathbf{r}, \mathbf{r}') \equiv \frac{1}{2m} \frac{1}{E - H_0 \pm i \epsilon} | \mathbf{r}' \rangle$$  (2.7)

is just the solution of Helmholtz equation

$$(\nabla^2 + k^2)G^{(\pm)}(\mathbf{r}, \mathbf{r}') = \delta(\mathbf{r} - \mathbf{r}')$$  (2.8)

i. e.

$$G^{(\pm)}(\mathbf{r}, \mathbf{r}') = -\frac{1}{4\pi} \frac{e^{\pm ik|r-r'|}}{|\mathbf{r} - \mathbf{r}'|}$$  (2.9)

Hence, (2.6) becomes

$$\langle \mathbf{r} | \psi^{(+)}_{\mathbf{k}} \rangle = \langle \mathbf{r} | \phi_{\mathbf{k}} \rangle - 2m \int d^3 r' \frac{1}{4\pi} \frac{e^{\pm ik|r-r'|}}{|\mathbf{r} - \mathbf{r}'|} \langle \mathbf{r}' | \hat{V} | \psi^{(+)}_{\mathbf{k}} \rangle$$  (2.10)

$G^{(\pm)}(\mathbf{r}, \mathbf{r}')$ is also called “propagator” of the interaction. It is straightforward to note that the total wave function can be written as the sum of the incident wave, $\langle \mathbf{r} | \phi_{\mathbf{k}} \rangle$, and the “scattered” wave function. Experimentally, it is possible to gain information on the physical system through its interaction with the detectors, which are placed at a distance $r$ much greater than the interaction potential range, $r'$, i. e. detectors are placed in the asymptotic region; thus, in the limit $r \gg r'$, the modulus $|\mathbf{r} - \mathbf{r}'|$ in the exponential of the propagator can be approximated to $r - \hat{\mathbf{r}} \cdot \mathbf{r}'$ and $|\mathbf{r} - \mathbf{r}'|$ at the denominator simply reduces to $r$, so that the propagator simplifies to

$$G^{(\pm)}(\mathbf{r}, \mathbf{r}') \xrightarrow{r \to \infty} -\frac{1}{4\pi} \frac{e^{\pm ikr} e^{\mp ik' \cdot \mathbf{r}'}}{r}$$  (2.11)

where $k' \equiv k\hat{\mathbf{r}}$ is the momentum of the (elastically) scattered nucleus. Hence, asymptotically eq. (2.10) becomes

$$\langle \mathbf{r} | \psi^{(+)}_{\mathbf{k}} \rangle \xrightarrow{r \to \infty} \langle \mathbf{r} | \phi_{\mathbf{k}} \rangle - \frac{m}{2\pi} \frac{e^{ikr}}{r} \int d^3 r' e^{-ik' \cdot \mathbf{r}'} \langle \mathbf{r}' | \hat{V} | \psi^{(+)}_{\mathbf{k}} \rangle$$  (2.12)
or
\[ \psi_k^{(+))(r) \rightarrow \frac{1}{(2\pi)^{3/2}} \left[ e^{ik \cdot r} + \frac{e^{ikr}}{r} f(k, k') \right] \]
(2.13)
i.e. the total scattered wave function can be expressed as the sum of the original incoming plane wave plus an outgoing spherical wave, which represents the effect of the scattering, with “scattering amplitude” given by
\[ f(k, k') = -\frac{m}{2\pi}(2\pi)^{3/2}\frac{1}{r} \langle \phi_k' | \hat{V} | \psi_k^{(+)} \rangle \]
(2.14)
or, in terms of transition operator \( \hat{T} \)
\[ f(k, k') = -\frac{m}{2\pi}(2\pi)^{3/2}\frac{1}{r} \langle \phi_k' | \hat{T} | \phi_k \rangle \]
(2.15)
The solution \( \psi_k^{(-)}(r) \), which corresponds to the time-reversed of \( \psi_k^{(+)}(r) \), has not been taken into account because it corresponds to the original plane wave plus an incoming spherical wave, but there is no source at \( r \rightarrow +\infty \) producing the latter one. The scattering amplitude is of fundamental importance in scattering theory, because it is directly related to the differential scattering cross section, which is a physical observable, by the well known relation
\[ \frac{d\sigma}{d\Omega} = |f(k, k')|^2 \]
(2.16)
as can be derived from cross section definition.

It is important to note that in general the interaction potential \( V(r, r') \) can be non-local, but sometimes effective local potentials are used, i.e. \( V(r, r') = V(r)\delta(r - r') \), so that the matrix element \( \langle r' | V | \psi_k^{(+)} \rangle \) simplifies to
\[ \langle r' | V | \psi_k^{(+)} \rangle = \int d^3r'' \langle r' | V(r', r'') \rangle | \psi_k^{(+)} \rangle \]
\[ \approx V(r') \langle r' | \psi_k^{(+)} \rangle \]
\[ = V(r') \psi_k^{(+)}(r') \]
(2.17)
so that eq. (2.12) becomes

\[ \psi_k^{(+)}(r) \xrightarrow{r \to \infty} \frac{e^{ikr}}{(2\pi)^{3/2}} - \frac{m}{2\pi} \frac{e^{ikr}}{r} \int d^3r' \frac{e^{-ik'r}}{(2\pi)^{3/2}} V(r') \psi_k^{(+)}(r') \]

\[ = \phi_k(r) - \frac{m}{2\pi} e^{ikr} \int d^3r' \phi_k^*(r') V(r') \psi_k^{(+)}(r') \]

(2.18)

Even if simplified with respect to (2.12), in eq. (2.18) one still has the unknown wave function, \( \psi_k^{(+)}(r) \), inside the integral, inhibiting a general analytical resolution of the problem.

By observing that plane waves, \( |\phi_k\rangle \), represent a basis (of the Hilbert space of free particle states), equation (2.5) can be transformed into a relation among operators

\[ T = V + V \frac{1}{E - H_0 \pm i\epsilon} T \]

(2.19)

The solution of this equation can be found iteratively, as

\[ T = V + V \frac{1}{E - H_0 \pm i\epsilon} V + V \frac{1}{E - H_0 \pm i\epsilon} V \frac{1}{E - H_0 \pm i\epsilon} V + \cdots \]

(2.20)

which gives an exact expression for \( T \). In this way, it is possible to express the scattering amplitude as a series

\[ f(k, k') = \sum_{n=1}^{\infty} f^{(n)}(k, k') \]

(2.21)

### 2.1.1 Plane Wave Born Approximation

Hence, in order to analytically solve Lippmann Schwinger equation, it is necessary to make some approximation. The most simple approximation is represented by the (first order) Born approximation. The first order Born approximation (or Plane Wave Born Approximation, PWBA), just consists in the identity \( T = V \), which means nothing but replacing \( \psi_k^{(+)}(r) \) inside the integral with a plane wave, so that the scattering amplitude simplifies to

\[ f(k, k') = f_{k,k'}(\theta) = -\frac{m}{2\pi} \int d^3r' e^{iqr'} V(r') \]

(2.22)
where $\theta$ is the angle between $k$ and $k'$, i.e. the scattering angle; eq. (2.22) is just the Fourier transform of the interaction potential and is a function of the momentum transfer $q = k - k'$. It is well known that first order Born approximation violates the Optical Theorem

$$\sigma_{\text{tot}} = \frac{4\pi}{k} \text{Im}(f_{k,k'}(\theta = 0))$$

(2.23)

being $k$ the modulus of the initial momentum of the projectile nucleus; indeed, first order Born scattering amplitude is purely real, so that one obtains zero total cross section. This problem can be overcome by noting that the Optical Theorem gives an exact expression, so that it is necessary to stop at the correct order of the Born amplitude; thus, because at first order $f_{k,k'}(\theta)$ has zero imaginary part, it is necessary to stop at the second order Born amplitude to calculate the first order Born scattering cross section.

The PWBA is a (non-perturbative) expansion of the transition matrix element in powers of the potential $V$, around $V = 0$, and works only when the following condition is satisfied:

$$C(k) = |\frac{\phi_k(0) - \psi_k(0)}{\phi_k(0)}| \ll 1$$

(2.24)

Using eq. (2.10) for $\psi_k(r)$ at $r = 0$, the condition (2.24) becomes

$$|2m(2\pi)^{\frac{3}{2}} \int d^3r' \frac{1}{4\pi} \frac{e^{ikr'}}{r'} \langle r' | \hat{V} | \phi_k \rangle| \ll 1$$

(2.25)

which is verified at high energies, i.e. for $k \gg 1$, so that $e^{ikr'} \to 0$, because of its rapid oscillations, while, at low energies, i.e. when $k$ is small compared with the inverse of the range of the interaction potential ($\sim 1/r'$), so that $e^{ikr'} \approx 1$, the above condition is realized when the potential is neither too much intense nor too long ranged.

### 2.1.2 Distorted Wave Born Approximation

When Born approximation cannot be applied, as for the very strong potentials involved in nuclear reactions, a more sophisticated method,
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called *distorted wave Born approximation* (DWBA), is often used. This
approximation can be applied whenever the interaction potential can be
expressed as the sum of two potentials, \( V = V_I + V_{II} \), such that the
Schrödinger equation for a particle subject to \( V_I \) is exactly (or at least
within a good approximation) solvable and the effects of the remaining
term, \( V_{II} \), are small compared to \( V_I \), so that its wave function can be
calculated within the first order Born approximation. Thus, in DWBA
the eigenfunction of the hamiltonian \( \hat{H}_I = \hat{H}_0 + \hat{V}_I \), i. e. the solution of
the Lippmann-Schwinger equation

\[
\chi_{k}(r) \longrightarrow \phi_{k}(r) - \frac{m e^{i k r}}{2 \pi r} \int d^{3} r' e^{-i k r'} V_{I}(r') \chi_{k}(r')
\]  

(2.26)
can be easily calculated; \( \chi_{k}(r) \) is called *distorted wave*. Then, the total
scattering wave function must solve the Schrödinger equation

\[
\left(E_{I} - \hat{H}_I\right) \psi_{k}^{(+)}(r) = V_{II} \psi_{k}^{(+)}(r)
\]  

(2.27)
or the equivalent Lippmann-Schwinger equation

\[
\psi_{k}^{(+)}(r) = \chi_{k}^{(+)}(r) + \int d^{3} r' G_{I}(r, r') V_{II}(r') \psi_{k}^{(+)}(r')
\]  

(2.28)
where now \( G_{I} \) describes the propagation of the wave function in presence
of the distorting potential \( V_{I} \), i. e. \( G_{I}(r, r') = \langle r | \frac{1}{E_{I} - \hat{H}_I + i \epsilon} | r' \rangle \), which
asymptotically becomes \( G_{I}(r, r') \rightarrow -\frac{1}{4 \pi} \frac{e^{i k r}}{r} \chi_{k}(r')(-)^* \), thus leading
to the asymptotic scattering wave function

\[
\psi_{k}^{(+)}(r) \rightarrow \chi_{k}^{(+)}(r) - \frac{m e^{i k r}}{2 \pi r} \int d^{3} r' \chi_{k}^{(-)}(r') V_{II}(r') \psi_{k}^{(+)}(r')
\]  

(2.29)

In order to derive the DWBA expression for the scattering amplitude,
let’s consider the Lippmann-Schwinger equations for distorted and total
scattering wave functions in terms of kets

\[
|\chi_{k}^{(+)}\rangle = |\phi_{k}\rangle + G^{(+)} V_{I} |\chi_{k}^{(+)}\rangle
\]  

(2.30)
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\[ |\psi_{k}^{(+)}\rangle = |\phi_{k}\rangle + G^{(+)} (V_I + V_{II}) |\psi_{k}^{(+)}\rangle \quad (2.31) \]

The transition matrix element is defined as

\[ \langle \phi_{k'}|T|\phi_{k}\rangle = \langle \phi_{k'}|(V_I + V_{II})|\psi_{k}^{(+)}\rangle \quad (2.32) \]

using eq. (2.30), the plane wave bra on the right hand side can be expressed in terms of the distorted wave \( \chi_{k}^{(+)} \), so that

\[ \langle \phi_{k'}|(V_I + V_{II})|\psi_{k}^{(+)}\rangle = \langle \chi_{k'}^{(+)} | - \langle \chi_{k'}^{(+)}|V_I G^{(+)} \rangle (V_I + V_{II}) |\psi_{k}^{(+)}\rangle \]

\[ = \langle \chi_{k'}^{(+)}|V_{II}|\psi_{k}^{(+)}\rangle + \langle \chi_{k'}^{(+)}|V_I|\phi_{k}\rangle \]

\[ \approx DWBA \langle \chi_{k'}^{(+)}|V_{II}|\chi_{k}^{(+)}\rangle + \langle \chi_{k'}^{(+)}|V_I|\phi_{k}\rangle \]

\[ = t_I + \langle \chi_{k'}^{(+)}|V_{II}|\chi_{k}^{(+)}\rangle \quad (2.33) \]

where in the second step eq. (2.31) is used and \( t_I \) is the transition matrix element obtained from \( V_I \). Thus, the second term in the DWBA transition amplitude can be interpreted as the Born approximation for scattering by \( V_{II} \) in the presence of the distorting potential \( V_I \). From eq. (2.33) it is straightforward to derive the DWBA scattering amplitude

\[ f_{DWBA}(k,k') = f_I(k,k') - \frac{e^{ikr}}{4\pi r} \int d^3r' \chi_{k'}^{(-)*}(r')V_{II}(r')\chi_{k}^{(+)}(r') \quad (2.34) \]

being \( f_I(k,k') \) the scattering amplitude for a particle interacting only through \( V_I(r) \).

Often, in nuclear reaction theory the distorted waves account for elastic scattering, while the effect of the inelastic nuclear interaction under study is described by the potential \( V_{II} \). Hence, the validity of the DWBA depends upon elastic scattering being the most important event which occurs when two nuclei collide, so that other events can be treated as perturbations [105]. The DWBA, differently from PWBA, allows to obtain good predictions of absolute cross sections and works pretty well for different nuclear systems in a wide energy range [106], [96].
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2.1.3 Optical Potential

An improvement of the DWBA can be obtained by using a complex $V_I$ potential, $V_I = U_I + iW_I$, in order to take into account both elastic scattering and all inelastic channels other than the reaction channel considered, constituting the so-called "initial/final state interactions". Indeed, it is the analogy between optical diffraction phenomena and the diffraction pattern shown by most of the nuclear reaction angular distributions, that leads to the introduction of a complex potential, with real and imaginary parts playing the same role as that of a complex refraction index in optics: the real part describes the scattering of the projectile nucleus (the incident wave) on the target nucleus (the obstacle) while the imaginary part deals with the loss of probability flux from the elastic channel and the channel of interest (light does not pass through the obstacle, i.e. light is absorbed) into other open reaction channels. In this way, the introduction of an imaginary potential takes into account the inelastic reaction channels competing with the process of interest.

Optical potentials are often parameterized in terms of energy-dependent Woods-Saxon functions as follows

$$
\text{Re}(U_{opt}(r)) = V(r) = -V_0 f(r, R, a) \\
\text{Im}(U_{opt}(r)) = W(r) = W_V(r) + W_S(r) = -W_{0v}(E)f(r, R_{1v}, a_{1v}) + 4a_{1s}W_{ls} \frac{df(r, R_{ls}, a_{ls})}{dr} \\
\text{Re}(U_{opt}^{LS}(r)) = V^{LS}(r) = V_0^{LS}(E) \frac{df(r, R_{ls}, a_{ls})}{dr} \\
\text{Im}(U_{opt}^{LS}(r)) = W^{LS}(r) = W_0^{LS}(E) \frac{df(r, R_W, a_W)}{dr}
$$

(2.35)

where $E$ is the beam energy and $f(r, R_i, a_i) = \left[1 + e^{-r/R_i} \right]^{-1}$, with parameters determined by fitting elastic scattering cross section data. The subscripts $V$, $S$ and $LS$ indicate volume, surface and spin-orbit components of the interaction potentials, respectively, the latter term, in turn including a volume and a surface component, too.
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In case of lack of experimental elastic cross section data, both real and imaginary parts of the optical potential can be derived through single or double folding of a phenomenological nucleon-nucleon potential with projectile and target nuclear density profiles; such phenomenological potential depends on parameters that are optimized to fit nucleon-nucleon available elastic cross sections.

For treating inelastic scattering processes in which initial and final channels can be related by more than one step, the coupled channel method [107][108] is often used, instead of higher order expansion of PWBA and DWBA. Indeed, the coupled channel method accounts also for the couplings among all the possible reaction channels leading to the final channel of interest (e. g. all those channels of the direct reaction model space) [108], while the coupling with the inelastic processes, involving channels other than the one of interest, is taken into account by means of complex optical potentials.

2.1.4 Partial wave expansion

DWBA scattering amplitude, eq. (2.34), cannot be simply expressed as the Fourier transform of the interaction potential, like in PWBA case, and in general distorted waves cannot be combined easily as for plane waves; hence, in order to simplify calculations, it is convenient to work in terms of partial wave components of the system wave function.

It is well known that for spherically symmetric potentials, the wave function of the system can be factorized into the product of radial \( R(r) \) and angular \( F(\hat{r}) \) functions and the 3D Schrödinger equation

\[
(\nabla^2 + k^2) \psi_k(r) = U(r)\psi_k(r)
\]  

(2.36)
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reduces to 1D radial equation plus a centrifugal barrier,

\[
\left[ \frac{d^2}{d\rho^2} + \frac{2}{\rho} \frac{d}{d\rho} + 1 - \frac{l(l+1)}{\rho^2} \right] R_l(\rho) = U(\rho) R_l(\rho) \tag{2.37}
\]

being the angular dependence described by the spherical harmonics, \( F(\hat{r}) = Y_{lm}(\hat{r}) \). The solution for the easiest scenario, a free system, is given by the plane wave,

\[
\psi_k(r) = \frac{e^{i k \cdot r}}{(2\pi)^{3/2}} = < r | k > \tag{2.38}
\]
on the one side; on the other side, eq. (2.37) in the free case reduces to the well known Ricatti - Bessel equation, whose solutions are given by the spherical Bessel functions, \( j_l(\rho) \), thus leading to a total wave function of the form

\[
\psi_k(r) = C_l j_l(k r) Y_{lm}(\hat{r}) = < r | E_{lm} > \tag{2.39}
\]

being \( C_l \) a normalization constant. Due to the unicity of the solution of a partial derivative differential equation with fixed boundary conditions, the two solutions of the Schrödinger equation must coincide; in fact, it is possible to link the two solutions, simply by writing

\[
< r | k > = \sum_{l,m} \int dE < r | E_{lm} > < E_{lm} | k > \tag{2.40}
\]

where \( < E_{lm} | k > \) is nothing but the complex conjugated of the Fourier transform of (2.39),

\[
\psi(k) = B_l \delta \left( \frac{\hbar^2 k^2}{2 \mu} - E \right) Y_{lm}(\hat{k}) \tag{2.41}
\]

where \( B_l \) is a normalization constant. After some simplifications, the relation (2.40) leads to the well known partial wave expansion of the plane wave

\[
\varphi_k(r) = 4\pi \sum_l i^l j_l(k r) \sum_m Y_{lm}(\hat{r}) Y_{lm}^*\!(\hat{k}) \tag{2.42}
\]

\(^2\)After some standard passages, like posing \( \rho = kr \) and \( U(\rho) = U/E \), being \( E \) the total energy of the system.
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that can be easily generalized to the case of a spherical symmetric potential

\[
\chi_k(r) = 4\pi \sum_l \frac{\lambda_l k r}{kr} \sum_m Y_{lm}(\hat{r}) Y_{lm}^*(\hat{k})
\]

Thus, the 3-dimensional Schrödinger equation for the distorted wave can be simplified into a sum of 1-dimensional radial Schrödinger equations, by making the partial wave decomposition of the distorted wave, i.e., making an expansion of the angular dependence of the wave function in terms of spherical harmonics. Moreover, working with partial waves allows to have a deeper insight into the angular components contributing to the total wave function of the system and hence to the cross section.

In terms of partial waves, the scattering amplitude can be expressed as the sum of partial wave scattering amplitudes, \(f_l(E)\)

\[
f_{kk'}(\theta) = -\mu (2\pi)^2 < k' | \hat{T} | k > = -\mu (2\pi)^2 \sum_l \sum_{l,m,l',m'} \int dE \int dE' < k' | E'l'm' > < E'l'm' | \hat{T} | Elm > < Elm | k > = -\frac{\pi}{k} \sum_l (2l+1) T_l(E) P_l(\cos \theta) = \sum_l (2l+1) f_l(E) P_l(\cos \theta)
\]

where \(\mu\) is the reduced mass of the system; now the information on the scattering process is decomposed into its angular momentum components, with the radial part stored into the partial wave scattering amplitude, through the partial wave transition matrix \(T_l(E)\),

\[
f_l(E) \equiv -\frac{\pi}{k} T_l(E)
\]

In the absence of inelastic processes (loss of probability flux out of the elastic channel), the partial wave scattering matrix \(S_l \equiv 1 - 2\pi iT_l\) is a unitary operator and so it can be expressed as a phase shift term, \(S_l = e^{2i\delta_l}\), so that partial wave scattering amplitude becomes

\[
f_l(E) = \frac{S_l - 1}{2ik} = \frac{1}{k} e^{i\delta_l} \sin \delta_l = \frac{1}{k (cgt\delta_l - i)}
\]
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Hence, the total cross section can be expressed as

$$\sigma_{\text{tot}}(E) = \frac{4\pi}{k} \text{Im} [f_{kk'}(\theta = 0)] = \sum_l \sigma_l(E) = \frac{2\pi}{k^2} \sum_l (2l + 1) \left(1 - \text{Re}[S_l]\right)$$  \hspace{1cm} (2.47)

being the elastic and inelastic cross sections components

$$\sigma_{\text{elast}}(E) = \int d\Omega |f_{kk'}(\theta)|^2$$
$$= \frac{4\pi}{k^2} \sum_l (2l + 1) \sin^2 \delta_l$$  \hspace{1cm} (2.48)
$$= \frac{\pi}{k^2} \sum_l (2l + 1)|S_l - 1|^2$$

and

$$\sigma_{\text{react}}(E) = \sigma_{\text{tot}}(E) - \sigma_{\text{elast}}(E) = \frac{\pi}{k^2} \sum_l (2l + 1) \left(1 - |S_l|^2\right)$$  \hspace{1cm} (2.49)

respectively. Thus, in the absence of scattering, all cross sections are zero, which implies $S_l = 1$; in case of pure elastic scattering, $|S_l| = 1$, e.g. $S_l = e^{2i\delta_l}$, and the elastic scattering cross section maximum value is obtained for $S_l = -1$, that is also the value maximizing the total cross section, which in turn implies that the total cross section can reach its maximum only in the case of pure elastic scattering process. The cross section for inelastic processes reaches its maximum value for $S_l = 0$; moreover, for this value, elastic and inelastic cross sections are equal.

2.1.5 Nuclear interaction potential

The nucleus is clearly a many body system. In order to simplify the description of many - body interactions, it is often useful to start with an effective two body interaction, thus assuming that only two - body interaction among nucleons dominates [109]. In general, a two - body interaction potential is a non - local operator, depending on the following quantities

$$V(1,2) = V(r_1, p_1, \sigma_1, \tau_1, r_2, p_2, \sigma_2, \tau_2)$$  \hspace{1cm} (2.50)
where the indices \((1, 2)\) identify the two interacting nucleons, \(\sigma_i\) and \(\tau_i\) are the spin and isospin Pauli matrices, respectively, and the momentum dependence follows from the non-locality of the operator. The form of this general function can be restricted through symmetry considerations [109]:

- In order to preserve the antisymmetric nature of the total wave function of the system of two fermions, the potential must be symmetric under exchange of all coordinates of the two interacting nucleons.

- Imposing translational invariance implies that the interaction potential depends only on the relative coordinate \(r_{\alpha,\beta} = r_1 - r_2\).

- The potential must be the same in every inertial rest frame (Galileian invariance), i.e. it depends only on the relative momentum \(k = \frac{k_1 - k_2}{2}\).

- Because strong interactions do not violate parity, then the interaction potential must be symmetric under space reflection.

- Because strong nuclear interactions preserves isospin symmetry (as widely confirmed by nuclear scattering experiments), the corresponding potential must be symmetric under isospin transformation.

- Nuclear interaction potential must preserve time-reversal symmetry, this implying that transition matrix element must be invariant under time-reversal.

- Moreover, one can impose rotational invariance in coordinate space.

- Finally, in order to simplify the description, a local effective nuclear potential is often used; the locality implies the momentum independence of such potential.
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All these symmetries lead to the following expression of the effective nucleon - nucleon interaction potential

\[ V(1, 2) = V_C(1, 2) + V_L(1, 2) + V_{LS}(1, 2) + V_{LL}(1, 2) \]

\[ = \sum_T \sum_S V_{ST}^C(r)(\sigma_1 \cdot \sigma_2)^S + V_{12T}(r)S_{12} + V_{T}^{LS}(r)L \cdot S \]

\[ + V_{T}^{LL}(r) \left( (\sigma_1 \sigma_2)L^2 - \frac{1}{2}((\sigma_1 L)(\sigma_2 L) + (\sigma_2 L)(\sigma_1 L)) \right)(\tau_1 \cdot \tau_2)^T \]

(2.51)

where \( V_C(1, 2) \) accounts for the central interaction, depending only on the modulus of the relative coordinate \( r_{\alpha,\beta} \); unfortunately, pure central force cannot explain some experimental data, like the quadrupole moment of the deuteron; for this reason tensor interactions have been included, through the term \( V_L(1, 2) \), in which the well known rank \(-2\) tensor operator, \( S_{12} = \frac{3}{r_{\alpha,\beta}}(\sigma_1 \cdot r_{\alpha,\beta})(\sigma_2 \cdot r_{\alpha,\beta}) - \sigma_1 \cdot \sigma_2 \), appears. The spin - orbit term, \( V_{LS}(1, 2) \), is considered, because it allows to explain nuclear magic numbers; one can also take into account the second - order spin - orbit term, \( V_{LL}(1, 2) \), in order to improve calculations, together with other correction terms (relativistic and higher order corrections), not shown here. In eq. (2.51), \( L \) is the relative orbital angular momentum operator of the two interacting nucleons, \( L = (r_1 - r_2) \times (k_1 - k_2)/2 \), while \( S = \frac{1}{2}(\sigma_1 + \sigma_2) \) is the total two - nucleon spin operator [9].

In the calculations discussed in chapters 3 and 4, we focus on the analogy with beta decay processes and thus on small momentum transfer region, so that only central and tensor interaction terms are considered, while spin - orbit terms can be neglected.

2.1.6 Direct reactions

Nuclear reactions can be classified into two big groups [105, 110]:

- **compound nucleus reactions** are processes characterized by the formation of a compound system, obtained from projectile and target thermalization, living within a time interval \( \Delta t_e \sim 10^{-19} \) -
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$10^{-14} \text{s}$, which is longer than the characteristic time of the nuclear strong interactions, $(\Delta t_s \sim 10^{-21} \text{s})$; actually, $\Delta t_c$ is sufficiently long to ensure thermalization of projectile and target nucleons; the thermalization implies that the probability to obtain certain nuclei from compound nucleus decay is independent of the initial channel system, i. e. there is a loss of memory about the initial channel $(\text{Bohr's hypothesis of independence})$; this characteristic has been verified experimentally by S. N. Ghoshal [111] in 1950, through the study of the two reactions $p + ^{63}\text{Cu}$ and $\alpha + ^{60}\text{Ni}$, both leading to the same compound nucleus, $^{64}\text{Zn}^*$, which in both cases decays into one of the three channels $^{63}\text{Zn} + n$, $^{62}\text{Cu} + n + p$ and $^{62}\text{Zn} + 2n$, with nearly the same branching ratios. Hence, the decay mode of the compound nucleus depends only on its mass, atomic number, excitation energy and angular momentum. Due to the thermalization of all projectile and target nucleons, forming the compound nucleus, these kind of reactions are characterized by an energy distribution à la Boltzmann; moreover, because of the equilibration, the information on the beam direction is lost and, consequently, angular distributions are symmetric with respect to the direction of the total angular momentum of the compound system. The extreme limit of compound nucleus reactions is represented by nuclear fusion processes.

- **direct reactions**, differently from the former, are processes which happen in one step, i. e. processes where there are not two time scales and so where no compound nucleus can be formed. Hence, no thermalization occurs, this meaning that such reactions strongly depend on the nuclei involved in the entrance channel. This makes direct reactions an important source of information about nuclear structure [96]. These kind of processes are mainly surface reactions, that is they involve only projectile and target surface nucleons, thus
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involving less degrees of freedom with respect to compound nucleus reactions; this in turn implies that such reactions are only weakly coupled to the bulk of nuclear reactions and, hence, are characterized by small momentum transfer, thus allowing the use of DWBA and of the optical potentials in the description of the nuclear reaction, both for light and heavy ion systems. Moreover, they dominate in a narrow range around the partial wave angular momentum corresponding to the grazing angle of the process, because of their surface nature.

The separation between these two extreme cases is not at all sharp. Indeed, nuclear reactions experiments reveal the existence of intermediate processes, referred to by the expression of pre-equilibrium nuclear reactions, where the projectile undergoes more than one scattering inside the target nucleus, in a time interval not sufficient to reach thermalization, so that no compound nucleus can be formed; finally, the projectile can escape from the target nucleus, leaving the latter in an excited state (multi-step direct reactions) or can stay bound with the target nucleus, emitting particles before forming a compound state (multi-step compound reactions).

Of course, in a nuclear reaction all these kinds of processes can occur, each one with a certain probability; the relative weight of the two processes depends on the excitation energy of the system (and so on the beam energy) and on the scattering angle: direct reactions dominate at forward scattering angles and for low excitation energies, which means high energies of the projectile-like ejectile, as shown in fig. 2.1.

In order to extract the nuclear matrix element, which contains the whole nuclear structure information on the system, it is mandatory to study reactions of the second type.

The term “direct reaction” indicates a broad class of nuclear reactions:

- **transfer** reactions, that are processes characterized by the ex-
change of one or more nucleons between target and projectile nuclei. Transfer reactions can be further classified into

- **stripping** reactions, where a particle from the projectile is absorbed (stripped) by the target, e. g. \( A(d,n) [B = p + A] \);
- **pick up** reactions, where a particle from the target nucleus is absorbed (picked up) by the projectile, which is nothing but the time-reversed of stripping processes;
- **knock out** reactions, where due to the interaction between projectile and target nuclei, a nucleon or light cluster is ejected (“knocked out”) from the target by the projectile.
- **break up** reactions, in which a loosely bound projectile (like the deuteron) dissociates (“breaks up”) in the field of the target nucleus.

- **charge exchange** reactions, where in a single step the two interacting nuclei change their charge, but leaving each of their mass number unchanged; this process is due to the (off-shell) exchange of charged mesons among projectile and target nucleons and is fully treated in the next chapters.

- **collective excitations** describing the excitation of collective (vibrational and/or rotational) nuclear states.

The use of DWBA to describe direct reactions allows one to write the differential cross section\(^3\) as

\[
\frac{d^2\sigma}{dE d\Omega} = \frac{E_\alpha E_\beta k_\beta}{4\pi^2 (hc)^4 k_\alpha (2J_A + 1)(2J_a + 1)} \left( \frac{1}{\alpha \beta} \right) \sum_{\tau=C,T} \sum_{SO} \sum_{ij} \int d^3 s \int d^3 s \chi_{k_\beta}^{(-i)} (r_\beta) \psi_B \phi_B |\bar{\nu}_{\alpha\beta}^{(\tau)} (\xi_\alpha, \xi_\beta) | \psi_A \phi_A > \chi_{k_\alpha}^{(+)} (r_\alpha) \right)^2
\]

\[
(2.52)
\]

\(^3\)Cross section in the center of mass rest frame is used, in order to simplify calculations.
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Figure 2.1: Example of double differential cross section as a function of the energy of the projectile-like ejectile and of the scattering angle, for the inelastic Sn($\alpha,\alpha'$) reaction [105].

where $\alpha$ ($\beta$) represents the entrance (exit) reaction channels and $r_\alpha$ ($r_\beta$) and $k_\alpha$ ($k_\beta$) are the relative projectile-target space and momentum coordinates in the initial (final) channel, respectively, $s_\alpha = r_1 - r_2 = r_\alpha + r_j - r_i$ ($s_\beta = r_\beta + r_j - r_i$) and $r_\alpha = r_2 - r_1$ ($r_\beta = r_2f - r_1f$) are the relative nucleon-nucleon and nucleus-nucleus spatial coordinates in the entrance (exit) channel, respectively; the sums over $i$ and $j$ are over projectile and target nucleons and are embedded in $r_{\alpha,\beta}$ definition and $\xi_{\alpha,\beta} = (s_{\alpha,\beta}, \sigma_{\alpha,\beta}, \tau_{\alpha,\beta})$. The coordinate system used is that illustrated in fig.2.2. According to such reference system and resembling the experimental situation, it follows that $r_i, r_j \ll r_{1,2}, r'_{1,2}$, being $r_i$ and $r_j$ both of the order of projectile and target nuclear radii and $r_{1,2}$ and $r'_{1,2}$ representing the distance between the scattering point and the detectors, so that one can approximate $r_{1,2} \approx r'_{1,2}$ and then $s_{\alpha,\beta} \approx r_{\alpha,\beta}$. 
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2.1.7 Useful approximations

Hence, the main ingredient of the Cross Section is represented by the transition matrix element

$$\mathcal{M}_{\alpha\beta}^{(r)}(k_\alpha, k_\beta) = \int d^3r_\alpha \int d^3r_\beta \chi_{k_\beta}^{(-*\sigma)}(r_\beta) \langle \psi_B \phi_\beta | \hat{\chi}_{\alpha\beta}^{(r)}(\xi_\alpha, \xi_\beta) | \psi_A \phi_\alpha \rangle \chi_{k_\alpha}^{(+)}(r_\alpha)$$  (2.53)

carrying the whole information on the nuclear reaction process, through the nuclear interaction potential $\hat{\chi}_{\alpha\beta}^{(r)}(\xi_\alpha, \xi_\beta)$, which is non-local, in general.

2.1.7.1 Zero-range approximation

In order to simplify calculations, very often the realistic non-local potential is replaced by an effective local one [112], because of the short
range nature of the nuclear interaction between target and projectile nuclei; this in turn implies that the main contribution in the integrals, appearing within the transition matrix element, is obtained for \( r_\alpha \approx r_\beta \equiv r \), thus justifying the use of the following approximation

\[
\hat{V}(\xi_\alpha, \xi_\beta) \approx \hat{V}(s_\alpha, \sigma_\alpha, s_\beta, \sigma_\beta, \tau_\alpha, \sigma_\beta, \tau_\beta) \delta(r_i - r_j) \quad (2.54)
\]

and then

\[
\hat{V}(r_\alpha, \sigma_\alpha, \tau_\alpha, r_\beta, \sigma_\beta, \tau_\beta) \approx \hat{V}(r_\alpha, \sigma_\alpha, \tau_\alpha, \sigma_\beta, \tau_\beta) \delta(r_\alpha - r_\beta) \quad (2.55)
\]

called zero range approximation, where \( \hat{V} \) is an effective local nuclear interaction potential, generally depending on internal coordinates of the system.

### 2.1.7.2 Effective local Potential

Because the interaction involves nucleons, it is necessary to take care of their fermionic nature through the Pauli principle, which is often implemented by multiplying the effective nuclear potential by the exchange operator [9, 96, 97, 113]

\[
P_x = 1 - P_a P \tau P \rho \quad (2.56)
\]

which exchanges spin, isospin and space coordinates of one nucleon in the projectile with that of another nucleon in the target [9]; in this way, the interaction potential can be replaced by the following effective expression

\[
\hat{V}(\xi_\alpha, \xi_\beta) \rightarrow \hat{V}(\xi_\alpha, \xi_\beta) P_x \quad (2.57)
\]

By using the zero range approximation and the effective local potential in (2.57), eq. (2.53) simplifies to

\[
M_{a\beta}^{(r)}(k_\alpha, k_\beta) = 
\int d^3r \chi_{k_\beta}(r)^* \langle \psi_B \phi_b | \hat{V}^{(r)}(r, \sigma_\alpha, \tau_\alpha, \sigma_\beta, \tau_\beta) P_x | \psi_A \phi_a \rangle \chi_{k_\alpha}(r) \quad (2.58)
\]
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2.1.7.3 Impulse Approximation

Another important feature to be taken into account, both for light \((p - A)\) and heavy ion \((A - A)\) reactions, is that the nuclear interaction potential deals with nucleon - nucleon \((N - N)\) interaction within the nuclear medium. It is widely used to describe nucleus - nucleus \((A - A)\) reactions in terms of \(N - N\) bare interactions, by means of the *single-scattering approximation*, where it is assumed that each projectile nucleon interacts only with one nucleon, inside the target; the latter approximation relies upon the fact that typical nuclear reaction cross sections are of the order of \(~ 10 \text{mb}\), which implies a mean free path of the order of some \(\text{fm}\), that is the typical dimension of nuclei. The single scattering approximation allows to express \(A - A\) scattering amplitude as a sum, over all target and projectile nucleons, of single scattering amplitudes. Each of these single scattering amplitudes contains information on the nuclear medium effects on \(N - N\) interaction and this effects are quite difficult to calculate. For this reason another important hypothesis is often used to further simplify calculations: the *impulse approximation*, which consists in neglecting the interaction between each projectile nucleon with every target nucleon; hence, this approximation allows the substitution of the in-medium single scattering amplitudes with the bare (free-nucleons) ones, i.e. the effective interaction potential \(\hat{V}\) can be replaced by the bare one, \(\hat{V}_{NN}\).

The validity range of the *impulse approximation* is expressed by the following relation

\[
\tau_{\text{coll}} \ll \tau_{\text{nucl}} \iff \frac{\tau_{\text{coll}}}{\tau_{\text{nucl}}} \ll 1 \tag{2.59}
\]

which depends on two time scales:

- the reaction time, \(\tau_{\text{nucl}} \approx \frac{2\pi}{\omega_{\text{nucl}}} \approx \frac{2\pi\hbar}{B}\), that is the time characteristic of nuclear response and is, thus, related to the typical nuclear
frequency, $\omega_{\text{nuc}}$, and so to the binding energy $^4 B \sim \omega_{\text{nuc}} \hbar$, which is characteristic of the given nuclear system;

- the collision time, $\tau_{\text{coll}} \simeq \frac{R_{\text{int}}}{v}$, which is the time taken by the projectile to cross the region of nuclear interaction, having dimension $R_{\text{int}}$; hence, it is related to the velocity $v$ of the projectile.

The relation (2.59) means that the impulse approximation works well when the nuclear response time is greater than the collision time.

Thus, the impulse approximation is valid for beam energies greater than $E = 5 \text{A} \text{MeV}$, starting from which the ratio $\frac{\tau_{\text{coll}}}{\tau_{\text{nuc}}} \simeq 0.1$ is already sufficiently small.

### 2.1.7.4 Eikonal Approximation

If beam energy corresponds to a De Broglie wavelength, $\lambda = \frac{1}{k}$, much smaller than the characteristic length - scale of the interaction potential, that is

$$V(r + \Delta r) - V(r) \sim \text{const} \quad \Delta r \simeq \lambda$$

(2.60)

then, it is possible to express the wave function of the scattered particle as the product of a plane wave, propagating along $z$ axis$^5$, times a function, $\phi(z, b)$, which varies slowly with $z$ and the impact parameter $b$

$$\psi(r) \simeq e^{ikz}\phi(z, b)$$

(2.61)

being

$$|\nabla^2 \phi| \ll k|\nabla \phi|$$

(2.62)

Such approximation is called eikonal approximation.

The condition (2.62) implies that, making Taylor expansion of $\phi$ with respect to the reaction point (generally coinciding with $z = 0$), the second and higher order terms can be neglected, so that $\phi \simeq \phi_0 + \nabla \phi \cdot \delta z \sim$

$^4$Typical nuclear binding energy values are about $6-8 \text{ MeV}$.

$^5$Generally, $z$ axis coincides with the beam direction.
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\[ \phi_0 + \nabla \phi \cdot k, \]
just meaning that \( \phi \) varies slowly with \( z \) and \( b \). Hence, the latter assumption implies that the function \( \phi \), containing all information about the interaction, can be simply expressed as a phase.

Thus, the eikonal approximation means that at sufficiently high energies the projectile is mainly forward scattered, so that one should expect an angular distribution strongly peaked at small scattering angles. It is important to note that the validity condition of the eikonal approximation is different from that for the Born approximation; indeed, while the latter one requires that the interaction potential does not modify the scattered wave function too much with respect to the plane wave, the condition (2.60) for sufficiently high beam energies, and so high momenta, \( k \), is always valid, no matter what the shape and the magnitude of the interaction potential is.

From the expression of the scattered wave in eq. (2.61) it is straightforward to note that in the eikonal approximation, considering the simplest case of spherically symmetric potential, the physical system “looses one degree of freedom”, in the sense that the spherical symmetry reduces to a cylindrical one, i.e. the system does no more depend on the orientation of \( b \). Thus, an explicit expression of \( \psi \) as function of the interaction potential can be obtained by solving the time-independent Schrödinger equation in cylindrical coordinates

\[
-\frac{\hbar^2}{2\mu} e^{ikz} \left\{ \nabla^2 \phi + 2ik \frac{\partial \phi}{\partial z} - k^2 \phi - \frac{2\mu}{\hbar^2} V(r)\phi + \frac{2\mu}{\hbar^2} E\phi \right\} = 0
\] (2.63)

thus obtaining

\[
\phi(b, z) = e^{-\frac{i}{\hbar} \int_{-\infty}^{\infty} dz' V(b, z')} = e^{i\chi(b, z)}
\] (2.64)

where \( v = \frac{\hbar k}{\mu} \) is the velocity of the system with mass equal to the reduced mass, \( \mu \), of projectile - target nuclei and momentum given by the relative momentum \( k \) (relative system) and the coordinate space vector is splitted into its transversal and longitudinal components, \( r = (b, z) \). \( \chi(b, z) \) is called eikonal phase.
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In this way, the scattered wave function can be expressed as a plane wave, moving along \( z \) axis times a phase shift, representing the effect of the interaction, as stated above

\[
\psi(r) = e^{ikz + i\chi(b, z)} \quad (2.65)
\]

In order to relate the eikonal phase to the scattering amplitude, let’s consider, for the sake of simplicity, the elastic scattering case, hence the case in which \(|k'| = |k|\). The scattering amplitude is

\[
f_{kk'}(\theta) = -\frac{2\mu}{4\pi\hbar^2} \int d^3r \, e^{-ik' \cdot r} V(r) \psi_k(r)
\]

\[
= -\frac{2\mu}{4\pi\hbar^2} \int d^2b \int_{-\infty}^{+\infty} dz \, e^{-i(k' \cdot b + k' \cdot z)} V(b, z) e^{ikz} e^{-\frac{i}{\hbar} \int_{-\infty}^{\infty} dz' V(b, z')}
\]

\[
= -\frac{2\mu}{4\pi\hbar^2} \int d^2b \, e^{i(k-k') \cdot b} \int_{-\infty}^{+\infty} dz \, e^{i(k-k') \cdot z} V(b, z) \exp\{-\frac{i}{\hbar\nu} \int_{-\infty}^{\infty} dz' V(b, z')\}
\]

\[
(2.66)
\]

where in the last line the hypothesis \( k/\hat{z} \) is used, so that \( 1 = e^{ikb} \).

The eikonal approximation implies \( \theta \ll 1 \), so that \((k - k') \cdot \hat{k} = k^2(1 - \cos \theta) \approx 0\); thus, the integral in \( dz \) becomes

\[
\int_{-\infty}^{+\infty} dz \, V(b, z) \exp\{-\frac{i}{\hbar\nu} \int_{-\infty}^{\infty} dz' V(b, z')\}
\]

\[
= i\hbar\nu \exp\{-\frac{i}{\hbar\nu} \int_{-\infty}^{\infty} dz' V(b, z')\}|_{-\infty}^{+\infty} = i\hbar\nu \left[ e^{i\chi(b)} - 1 \right]
\]

\[
(2.67)
\]

defining \( \chi(b) = \chi(b, z = +\infty) \). The difference between initial and final channel relative momenta, \( q = k - k' \), represents the momentum transfer of the system.

For spherically symmetric potentials, \( V(b, z) = V(b, z) \), the eikonal phase becomes independent from the orientation of the transversal vector \( b, \chi(b, z) = \chi(b, z) \), so that the scattering amplitude becomes

\[
f_{kk'}(\theta) = \int db \int_{-\infty}^{\infty} d\varphi e^{iqb\cos \varphi} (i\hbar\nu) \left[ e^{i\chi(b)} - 1 \right]
\]

\[
= -ik \int db \, j_0(qb) \left[ e^{i\chi(b)} - 1 \right]
\]

\[
(2.68)
\]
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and can be determined just by solving two one dimensional integrals: the integral within the eikonal phase and that in the transverse coordinate, \( db \).

### 2.1.7.5 Black Disk Approximation

Another important approximation, very useful for treating heavy ion reactions, is the black sphere or black disk approximation (BDA). This approximation is based on the assumption that distorted waves are totally absorbed inside the nucleus, i.e. the imaginary part of the optical potential dominates on the real optical and Coulomb potentials. An estimate of black disk radius, \( R_{BD} \), can be obtained from the evaluation of the total absorption cross section, that for a totally absorbing sphere is roughly given by

\[
\sigma_{abs} = \frac{2\mu_\alpha}{k_\alpha} \int d^3 r |\chi_{k_\alpha}^{(+)}(r)|^2 W(r) \simeq \pi R_{BD}^2 \tag{2.69}
\]

where \( W(r) \) represents the imaginary part of the optical potential, \( \mu_\alpha \) is the reduced mass of the nuclear system in the entrance channel and \( \chi_{k_\alpha}^{(+)}(r) \) is the incoming distorted wave describing initial state interactions. For heavy ion reactions at intermediate energies, \( E_p \sim 10 \text{ AMeV} \), typical Cross Section values are \( \sigma_{abs} \sim 1 - 3 \text{ b} \), that imply \( R_{BD} \sim 5 - 10 \text{ fm} \). Of course, the higher beam energy is, the worst is the BDA. Eq. (2.69) shows that black disk radius is related to the imaginary part of the optical potential, so that a very preliminary estimation of \( R_{BD} \) can be obtained by taking the coordinate space value at which \( W(r) = 0.01W(0) \).

### 2.2 Nuclear Structure Theory for direct reactions

Nuclei are very complex many-body systems. The simplest way to treat them is to consider nucleons inside the nucleus as independent particles, each one feeling the presence of the other nucleons by means of a
mean field (Hartree - Fock) potential. Most of the nuclear structure theories, used for the description of spin - isospin excitations in nuclei, have an independent particle picture as starting point. In this first approximation, energy spectrum of the nucleus shows a “shell” structure and its ground state is described by a Slater determinant of single - particle orbitals, where all the lowest energy single - particle states are occupied up to Fermi energy [9]; the single - particle wave functions are eigenfunctions of the single - particle Hamiltonian

\[ H_{sp} = T + U(r) \] (2.70)

where \( T \) is the sum of single - particle kinetic energy operators and \( U(r) = V_{loc}(r) + V_{SL}(r) \mathbf{L} \cdot \mathbf{S} + V_C(r) + V_{sym}(r) \) is the full two - body interaction potential, being \( V_{loc}(r) \) a local two - body potential, \( V_{SL}(r) \) the spin - orbit, \( V_C(r) \) the Coulomb and, finally, \( V_{sym}(r) \) the symmetry potential.\(^6\)

An analytical expression for the single - particle potential is quite difficult to be determined, so that Hartree and Fock suggested that \( U(r) \) can be written as the sum of a mean field potential, \( U_{MF}(r) \), plus a residual potential, \( V_{res}(r) = U(r) - U_{MF}(r) \), the latter being negligible within the independent - particle framework. The mean field potential is expressed in terms of single - particle wavefunctions, according to the following relation

\[
U_{MF}(\mathbf{r})\phi_k(\mathbf{r}) = \left( \int d^3 r' V(\mathbf{r} - \mathbf{r}') \sum_{i=1}^A |\phi_i(\mathbf{r}')|^2 \right) \phi_k(\mathbf{r}) \]

\[ - \sum_{i=1}^A \phi_i(\mathbf{r}) \int d^3 r' V(\mathbf{r} - \mathbf{r}')\phi_i^*(\mathbf{r}')\phi_k(\mathbf{r}') \] (2.71)

where the first term, inside round parenthesis, has the simple interpretation of the potential generated by the density distribution of the nucleons

\(^6\)The symmetry potential is proportional to the symmetry parameter \( \frac{(N-Z)}{A} \), enhancing the ground state energy of the system and thus favoring a nuclear configuration with an equal number of protons and neutrons
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inside the nucleus [114], while the last term properly accounts for the antisymmetrization of the total wavefunction of the system; in this way, the Hartree - Fock mean field potential can be calculated by means of a self-consistent-field iterative method: once a set of trial single-particle wave functions are chosen and used to build a “trial” mean field, the variational principle is used to minimize the eigenvalues (single-particle ground state energies) of the corresponding hamiltonian, thus allowing to determine its “new” eigenfunctions, which in turn will be iteratively used to build the “new” mean field potential, until convergence in the ground state energy value is reached. The many-body ground state thus obtained is called Hartree - Fock ground state and is characterized by a Fermi - Dirac density distribution at zero temperature: all energy levels below Fermi energy ($\epsilon_F$) are occupied, while all states above $\epsilon_F$ are empty.

By promoting one particle from a state $\phi_i$ below the Fermi sea ($\epsilon_i < \epsilon_F$) to a state $\phi_m$ with eigenenergy $\epsilon_m > \epsilon_F$, a “1-particle - 1-hole” ($1p - 1h$) excited state is obtained [9]. By considering different combinations of independent $1p - 1h$ states, one can in principle obtain all the excited states. Up to this level, where only independent $1p - 1h$ configurations are considered, it is possible to describe well the ground state and low-lying excited states of doubly-closed-shell nuclei. In order to describe (spherically and not spherically symmetric nuclei) higher excited states, such as the giant resonances, which are identified as collective states, it is necessary to take into account correlations between nucleons. This can be achieved by considering the residual interaction, previously neglected. Hence, one can start from the Hartree - Fock ground state and then construct all the excited states though a coherent superposition of $1p - 1h$ states (Tam - Dankoff Approximation, TDA) or take into account

---

7Restricting the attention to nuclei with a small number of valence nucleons outside a filled shell.
correlations among nucleons already in the ground state (Random Phase Approximation, RPA). In the latter case a better explanation of the experimental energy spectra is obtained, as long as the ground state correlations are not too strong with respect to that of excited states.

For describing weakly - bounded open-shell nuclei, pairing correlations between nucleons have to be explicitly taken into account, by considering pairing interaction already in the ground state. This can be achieved by the Hartree - Fock - Bogoliubov (HFB) theory, based on the Bogoliubov - Valatin transformations (shown in the next section), through which the quasi - particle formalism is introduced. In this way, the ground state of a weakly bounded nucleus is no more characterized by a zero temperature Fermi - Dirac distribution of nucleons, but it resembles a Fermi - Dirac distribution for non - zero temperature system, i. e. the Fermi surface of weakly bounded nuclei has a significant diffuseness, which in turn means that the ground state occupation numbers are no more 1 below and 0 above Fermi surface, but in both regions the occupation probability becomes a number between 0 and 1.

### 2.2.1 QRPA formalism

As stated above, for nuclei away from closed shells the pairing correlations play a fundamental role. Bohr, Mottelson, and Pines (1958) and Belyaev (1959) introduced pairing interactions in nuclei in analogy to the BCS theory (Bardeen, Cooper and Schrieffer, 1957) of superconductors. The self - consistent version of BCS theory is represented by the HFB theory, where one determines the most general wave function of independently moving quasiparticles by minimizing the ground - state energy simultaneously with respect to the long - ranged Hartree - Fock field and the short - ranged, attractive, pairing field [9][109]. Similarly to HF theory, the BCS ground state can be determined from a variational
principle, leading to the following expression

\[ |0\rangle = \prod_{k>0} \left( u_k + v_k \hat{a}_k^\dagger \hat{a}_k^{-\dagger} \right) |\rangle \]  

(2.72)

where the product runs over half the configuration space \((k > 0)\) to avoid double counting, \(|\rangle\) represents the bare vacuum, \(\hat{a}_k^\dagger\) (\(\hat{a}_k\)) is the single particle creation, or hole annihilation, operator (hole creation, or particle annihilation operator) and \(u_k\) and \(v_k\) are the variational parameters. The index \(k\) represents the set of quantum numbers describing the system (particle), e. g. it can coincide with the ones giving the spherical basis, \(k = (nlm_lsm_s)\) or equivalently \(k = (njm)\); in the latter case, the index \(\overline{k} = (nj - m)\), which identifies the conjugate state (hole), such that the set \((k, \overline{k})\) identifies the whole particle - hole space [109].

It is possible to describe the system of pairwise interacting particles in terms of non - interacting Bogoliubov’s quasiparticles, by introducing the so called **Bogoliubov - Valatin transformations** [109]

\[ \hat{a}_k^\dagger = u_k \hat{a}_k^\dagger - (-1)^{j+m} v_k \hat{a}_k^{-\dagger} \]

\[ \hat{a}_k = u_k \hat{a}_k - (-1)^{j+m} v_k \hat{a}_k^\dagger \]  

(2.73)

which allow to convert particle - hole into quasiparticle states, being \(\hat{a}_k^\dagger\) and \(\hat{a}_k\) the 1 - quasiparticle (1QP) creation and annihilation operators, respectively; \(u_k\) and \(v_k\) represent the *emptiness* and *occupation* amplitudes, respectively, for the nuclear state with quantum numbers \(k\), satisfying the following condition

\[ u_k^2 + v_k^2 = 1 \]  

(2.74)

The relation (2.74) implies that quasiparticle operators, defined by eq.s (2.73), satisfy fermionic anticommutation relations

\[ \{\alpha_k, \alpha_{k'}\} = \left\{\alpha_k^\dagger, \alpha_{k'}^\dagger\right\} = 0 \]

\[ \left\{\alpha_k, \alpha_{k'}^\dagger\right\} = \delta_{kk'} \]  

(2.75)

Thus, Bogoliubov’s quasiparticles are fermions represented by a linear combination of particle and hole states; in the limit of vanishing pairing
correlations such quasiparticles reduce to a particle or a hole, depending on whether their kinetic energy $\epsilon_k$ is higher or lower than Fermi energy, $\epsilon_F$, respectively. By introducing $\alpha_k^\dagger$ and $\alpha_k$, BCS ground state, $|0\rangle$, can be defined as

$$\hat{a}_k|0\rangle = 0 \quad \forall k$$  \hspace{1cm} (2.76)

In order to determine the emptiness and occupation amplitudes, one can start from the single-particle hamiltonian (containing the kinetic and the two-body interaction operators) in the particle-hole second quantization formalism

$$\hat{H}_{sp} = \sum_{k_1,k_2} T_{k_1,k_2} \hat{a}_{k_1}^\dagger \hat{a}_{k_2} + \frac{1}{2} \sum_{k_1,k_2,k_3,k_4} V_{k_1,k_2,k_3,k_4} \hat{a}_{k_1}^\dagger \hat{a}_{k_2}^\dagger \hat{a}_{k_3} \hat{a}_{k_4}$$  \hspace{1cm} (2.77)

where the index $k_i$ identifies the different nuclear states, $T_{k_1,k_2}$ and $V_{k_1,k_2,k_3,k_4}$ are the kinetic and the antisymmetrized two-body potential matrix elements, respectively; then, introducing quasiparticle operators, by inverting the relations (2.73), one obtains a quasiparticle hamiltonian containing a term which violates particle number conservation; by imposing that the latter term is zero, the expressions (2.78) for $v_k$ and $u_k$ are obtained,

$$u_k^2 = \frac{1}{2} \left( 1 + \frac{\epsilon_k}{\sqrt{\epsilon_k^2 + \Delta_k^2}} \right) \quad v_k^2 = \frac{1}{2} \left( 1 - \frac{\epsilon_k}{\sqrt{\epsilon_k^2 + \Delta_k^2}} \right)$$  \hspace{1cm} (2.78)

as a function of the single particle energy $\epsilon_k$ and of the state-dependent pairing potential $\Delta_{k,k'}$, called gap parameter. The simplest case of diagonal potential, $\Delta_{k,k'} = \Delta_k \delta_{k,k'}$ is often used, with $\Delta_k$ defined as

$$\Delta_k = -\sum_{k'>0} V_{k,k',k'} u_{k'} v_k$$  \hspace{1cm} (2.79)

In eq.s (2.78), $\sqrt{\epsilon_k^2 + \Delta_k^2}$ is the quasiparticle energy [114]. By inserting eq. (2.78) into eq. (2.79) the gap equation

$$\Delta_k = -\frac{1}{2} \sum_{k'} V_{k,k',k'} \frac{\Delta_{k'}}{\sqrt{\epsilon_{k'}^2 + \Delta_{k'}^2}}$$  \hspace{1cm} (2.80)
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is obtained. The gap equation can be solved analytically only in few very simplified cases, but is very useful for the numerical determination of $\Delta_k$.

A nuclear excited state can be obtained from BCS ground state by applying the 2-quasiparticle (2QP) creation operator

$$
\hat{Q}^\dagger_K = \sum_{m,m'} \langle jmjm'|JM\rangle \hat{a}^\dagger_m \hat{a}^\dagger_{m'}
$$

creating a quasiparticle in the excited state with total angular momentum $j$ and magnetic quantum number $m$ and another quasiparticle in the state characterized by quantum numbers $j'$ and $m'$, so that the excited state created is characterized by quantum numbers $J$ and $M$, embedded into the index $K$. In the case of single charge exchange reactions, which represents the starting point of the present work, the 2QP operator $Q^\dagger_K$ creates e.g. a quasiproton with quantum numbers $(j,m)$ and a quasineutron in the state $(j',m')$. The complete operator for charge exchange excitation is

$$
\hat{\omega}^\dagger_K = \sum_{j,j'} [x_K(j,j')\hat{Q}^\dagger_K(j,j') - (-1)^{J-M}y_K(j,j')\hat{Q}^\dagger_K(j,j')]
$$

where $x_K$ and $y_K$ represent the QRPA amplitudes for a charge exchange process, or in general for the exchange of a quasiparticle, and its time reversed, respectively.

In order to describe some nuclear energy states, it is necessary to take into account higher order quasiparticle (e.g. 4QP and higher) configurations, so that the true nuclear eigenstates are given by the excitation operator

$$
\hat{\Omega}^\dagger_K = \sum_i z^\dagger_i \hat{\omega}^\dagger_K(i) + \hat{n}^\dagger_K
$$

where the sum is over all 2QP configurations, $z^\dagger_i$ is the spectroscopic amplitude representing the probability amplitude to find the model state, obtained by using the operator $\hat{\omega}^\dagger_K(i)$, distributed over the states obtained from $\hat{\Omega}^\dagger_K$, generally characterized by an energy different from the one.
obtained by simply considering 2QP configurations only; finally, $\hat{\eta}_K^\dagger$ is the excitation operator, orthogonal to $\hat{\omega}_K(i)$, accounting for all higher order configurations. Both $\hat{\omega}_K$ and $\hat{\Omega}_K$ operators describe a transition and its time reversed, e. g. for a single charge exchange process they account for $p \to n$ ($n \to p$) and $n \to p$ ($p \to n$) transitions, respectively; of course in a charge exchange transition, one nucleus can only undergo one of the two transformations and this is accounted for by means of the lowering ($\tau^-$) or raising ($\tau^+$) isospin operators.

HFB theory represent an extention of the BCS one, being based on more general quasiparticles, generated (annihilated) by creation (annihilation) operators which are linear combinations of $\hat{\alpha}_k$ ($\hat{\alpha}_k^\dagger$)

$$\hat{\tilde{\beta}}_k^\dagger = \sum_{k'} C_{kk'} \hat{\alpha}_{k'}^\dagger$$

(2.84)

where $C_{kk'}$ are the elements of the unitary matrix, allowing to express the HFB Hamiltonian of the many - body system in the canonical basis where the (normal) density matrix becomes diagonal. The indices $k$ and $k'$ now allow to distinguish between paired states ($0 < u_p < 1$, $0 < v_p < 1$, like in BCS case) and blocked levels, which in turn can be occupied ($v_i = 1$, $u_i = 0$) or empty ($v_m = 0$, $u_m = 1$).

HFB Hamiltonian mixes all possible long - range $\text{ph}$-interactions (accounted for by the self - consistent HF mean field potential) and the short - range pairing one (described by the BCS pairing field, $\Delta_{kk'}$), thus allowing to describe both closed shell and open shell nuclei, together with possible ground state deformations, in terms of mean field potentials [109].

The description of nuclear structure properties by means of nuclear wavefunctions is not very satisfactory when closely - spaced - high excited and continuum states are taken into account and becomes impracticable in the limit of a large number of particles, implying the use of a huge configuration space.
A more powerful method to obtain nuclear structure information, overcoming these limitations, is represented by the Green’s function formulation of the QRPA [109, 114], consisting in the determination of the nuclear response function, rather than solving Schrödinger equation.

The response function, $R$, is a measure of the change of nuclear properties, and thus of nuclear observables [115], in the presence of an external field, $P_{\lambda}$, where the index $\lambda$ specifies the nature of the external field used to probe the nuclear system, e.g. $\lambda = 1, \sigma, \tau, \sigma \tau, \ldots$. Indeed, the response function is defined in terms of the transition probability from the QRPA ground state, $|0\rangle$, to the excited state, $|n\rangle$, with energy $\omega_n$, determined by the action of the external field, $P_{\lambda}$,

$$ R(\omega, P_{\lambda}) = \sum_{n \neq 0} |\langle n | P_{\lambda} | 0 \rangle|^2 \delta(\omega - \omega_n) $$

(2.85)

By introducing the interacting Green function, $G(\omega)$, of the total Hamiltonian $H$ of the nuclear system

$$ G(\omega) = \frac{1}{H - \omega - i\epsilon} + \frac{1}{H + \omega - i\epsilon} $$

(2.86)

the response function can be equivalently expressed as

$$ R(\omega, P_{\lambda}) = \frac{1}{\pi} Im \sum_{n \neq 0} |\langle n | P_{\lambda} | 0 \rangle|^2 \left[ \frac{1}{\omega_n - \omega - i\epsilon} + \frac{1}{\omega_n + \omega - i\epsilon} \right] $$

(2.87)

i.e. as the imaginary part of the polarization propagator [116], $\Pi_{\lambda}$, defined as the QRPA vacuum expectation value of the external field $P_{\lambda}$ combined with the interacting Green function $G(\omega)$,

$$ \Pi_{\lambda} = \langle 0 | P_{\lambda}^\dagger G(\omega) P_{\lambda} | 0 \rangle $$

(2.88)

The response function integral

$$ S_N(P_{\lambda}) = \int d\omega \omega^N R(\omega, P_{\lambda}) $$

(2.89)
2.2 Nuclear Structure Theory for direct reactions

gives the energy-weighted \((N = 1)\) or non-energy weighted \((N = 0)\) sum rules, which have the peculiarity to be model-independent quantities. In particular, for Fermi \((\lambda = \tau)\) and Gamow-Teller \((\lambda = \sigma\tau)\) transitions, the difference between the non-energy weighted sum rule (NEWSR) for a transition and that for its time reversed is simply related to the number of nucleons of the given nucleus

\[
S_0(\tau^-) - S_0(\tau^+) = \sum_{n \neq 0} |\langle n | \tau^- | 0 \rangle|^2 - \sum_{n \neq 0} |\langle n | \tau^+ | 0 \rangle|^2 = N - Z
\]

\[
S_0(\sigma\tau^-) - S_0(\sigma\tau^+) = \sum_{n \neq 0} |\langle n | \sigma\tau^- | 0 \rangle|^2 - \sum_{n \neq 0} |\langle n | \sigma\tau^+ | 0 \rangle|^2 = 3(N - Z)
\]

(2.90)

These relations are known as Ikeda’s sum rules [117], which represent a powerfull way to check the consistency of numerical calculations and constitute a guideline for analyzing total Fermi and Gamow-Teller strenghts.
CHAPTER 3
SINGLE CHARGE EXCHANGE
NUCLEAR REACTIONS

Single charge exchange nuclear reactions are well established tools for nuclear spectroscopic studies [80].

“Direct” single charge exchange (SCE) nuclear reactions are mainly due to the long range tail of the strong nuclear interaction, scilicet the main contribution is represented by pion exchange. For momentum transfer sensibly smaller than the pion mass, an “effective” description of SCE processes is possible, where the corresponding mesonic form factors can be safely replaced by smoothly energy dependent coupling factors, on the same line of Fermi’s coupling constant in the homonymous effective theory of beta decay. In this way, the analogy between Fermi and Gamow-Teller modes in the beta decay and in SCE nuclear reactions becomes closer [80]. Both light and heavy ion charge exchange nuclear reactions are characterized by high linear and angular momentum transfer, differently from weak processes which strongly select $\Delta L = 0$ modes; thus, beta decay - forbidden nuclear matrix elements become also available with such nuclear reactions, allowing the study of spin- and spin-isospin flipping collective excitations, like the spin dipole resonance and
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Gamow-Teller giant resonance, together with non-spin flipping and high multipolarity collective modes of nuclei.

3.1 First single charge exchange attempts

A proportionality relation between $\beta^-$ decay strength, extracted from $\beta$ decay measurements, and the zero degree $(p,n)$ cross section, has been found in 1980 by Goodman and coworkers, at IUCF SWINGER facility [7], by using a $120\,\text{MeV}$ proton beam on $^7\text{Li}$, $^{12,13}\text{C}$, $^{25,26}\text{Mg}$, $^{27}\text{Al}$, $^{28}\text{Si}$ and $^{90}\text{Zr}$ target nuclei; some year later, the corresponding theoretical framework has been provided by Taddeucci [2], on the basis of previous formulations of the charge exchange part of the effective two-body interaction potential [118–120], and tested with $(p,n)$ data for the following reactions: $^7\text{Li}(p,n)^7\text{Be}$, $^{12,14}\text{C}(p,n)^{12,14}\text{N}$, $^{28}\text{Si}(p,n)^{28}\text{P}$, $^{42}\text{Ca}(p,n)^{42}\text{Sc}$, $^{54}\text{Fe}(p,n)^{54}\text{Cr}$, $^{90}\text{Zr}(p,n)^{90}\text{Nb}$ and $^{208}\text{Pb}(p,n)^{208}\text{Bi}$ at intermediate beam energies ($120 - 200\,\text{MeV}$).

Theoretical formulations of light ion “direct” single charge exchange reactions were then summarized by Osterfeld [9], while experiments performed up to the late ’90s were reviewed by Alford [13].

Heavy ion nuclear reactions can involve linear and angular momentum transfer higher than light ion ones, so that it is possible to gain information on higher multipolarity collective modes and to get simultaneously information both on target and projectile SCE (and also DCE) nuclear matrix elements and so on the corresponding beta decay strengths.

Heavy ion charge exchange reactions represent the core of the NUMEN experiment, currently performed at INFN/LNS (Italy). As stated in chapter 1, NUMEN experiment is ambitiously looking for a determination of $0\nu\beta\beta$ nuclear matrix element from heavy ion DCE cross section measurements at forward scattering angles, possible thanks to MAGNEX spectrometer, which allows to perform high mass, angle and energy resolution measurements at zero degree, also for very low yields, even if an
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increase of beam intensity (to increase statistics) and a consequent upgrade of the materials constituting the detectors (so as to improve their radiation hardness) are needed in order to get results with an accuracy significant for neutrino physics community [80]. This goal presupposes the existence of a proportionality relation between heavy ion DCE forward angular distribution and $0\nu\beta\beta$ nuclear matrix element, which is still a matter of study [5] and is providing a very tricky task, so that at the actual state-of-art the analogy between the nuclear matrix elements involved in these two (weak and strong) processes is still not guaranteed. To further increase statistics, beam energy, projectile and target nuclei have been properly chosen in order to set the kinematical condition disfavouring multi-nucleon transfer processes and enhancing the magnitude of DCE (and SCE) cross sections [1, 80], which is expected to be small in heavy ions, because they are strongly absorbing systems. Thus, in order to increase the magnitude of such charge exchange cross sections, it should be desirable to use nuclei belonging to the same $SU(4)$ spin-isospin multiplet and characterized by a Gamow-Teller strength not much fragmented.

For this reasons, e. g. $^{18}\text{O}$ projectile has been chosen, because $^{18}\text{O}$ and $^{18}\text{Ne}$ (DCE) belong to the same isospin multiplet ($T = 1$) and the former nucleus represents the lightest non-radioactive isotope belonging to this multiplet, so that it can be produced easily and with high beam intensity [121]; moreover, both ($^{18}\text{O},^{18}\text{F}$) and ($^{18}\text{F},^{18}\text{Ne}$) transitions are characterized by large values of GT strengths, which are mainly concentrated in the ground state of $^{18}\text{F}$ ($1^+$).

($^{18}\text{O},^{18}\text{Ne}$) reactions probe $\beta^+\beta^+$ transitions in target nuclei, while most of the research on $0\nu\beta\beta$ decay is focusing on $\beta^-\beta^-$ transitions. For this reason, also ($^{20}\text{Ne},^{20}\text{O}$), or alternatively ($^{12}\text{C},^{12}\text{Be}$), probing $\beta^-\beta^-$ transitions in target nuclei, are being taken into account, even if they are characterized by a strength smaller than the one of ($^{18}\text{O},^{18}\text{Ne}$)
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Reactions. In 2013, NUMEN first experiment has been performed for the reaction $^{40}\text{Ca}(^{18}\text{O},^{18}\text{Ne})^{40}\text{Ar}$, used as “pilot” process to test the feasibility of the experiment, indicating that suitable information from DCE reactions can be extracted [80]. In view of the study of reactions involving nuclei which are $0\nu\beta\beta$ decay candidates\(^{1}\) both $^{(18}\text{O},^{18}\text{Ne})$ and $^{(20}\text{Ne},^{20}\text{O})$ reactions with target nuclei heavier than the pilot ones are being studied, such as $^{116}\text{Sn}(^{18}\text{O},^{18}\text{Ne})^{116}\text{Cd}$, $^{116}\text{Cd}(^{20}\text{Ne},^{20}\text{O})^{116}\text{Sn}$, $^{76}\text{Se}(^{18}\text{O},^{18}\text{Ne})^{76}\text{Ge}$, $^{76}\text{Ge}(^{20}\text{Ne},^{20}\text{O})^{76}\text{Se}$ and $^{130}\text{Te}(^{20}\text{Ne},^{20}\text{O})^{130}\text{Xe}$, all with beam energy of 15 AMeV and it is planned to study the reaction $^{106}\text{Cd}(^{18}\text{O},^{18}\text{Ne})^{106}\text{Pd}$, at 15 AMeV beam energy, too. Within the NUMEN collaboration, a study of heavy ion SCE processes, involved in the DCE reactions described above, is also performed to further constraining models regarding both nuclear structure and nuclear reaction dynamics and is also useful for DCE calculations (see chapter 4).

In the following sections the formalism by Taddeucci for $(p,n)$ reactions at high energies and then its extention to heavy ion reactions at low energies, above the Coulomb barrier, developed during the present work, are illustrated.

### 3.2 Light ion single charge exchange reactions

The simplest strong interaction-mediated charge changing nuclear reaction is represented by single charge exchange via $(p,n)$ or $(n,p)$ re-

---

\(^{1}\)The nuclei candidate to decay $0\nu\beta\beta$

$^{48}\text{Ca},^{76}\text{Ge},^{82}\text{Se},^{96}\text{Zr},^{106}\text{Mo},^{110}\text{Pd},^{116}\text{Cd},^{124}\text{Sn},^{128,130}\text{Te},^{136}\text{Xe},^{148,150}\text{Nd},^{154}\text{Sm},^{160}\text{Gd},^{198}\text{Pt}$

for $\beta^-\beta^-$ decay and

$^{78}\text{Kr},^{92}\text{Mo},^{96}\text{Ru},^{106}\text{Cd},^{124}\text{Xe},^{130}\text{Ba},^{136}\text{Ce}$

as $\beta^+\beta^+$, $\beta^+\text{EC}$ or $\text{ECEC}$ candidates [80].

---
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\[
\begin{align*}
(S = 1) & \quad \sum_{ij} V_{ij} (r_{ij}) \mathbf{\sigma}_i \cdot \mathbf{\sigma}_j \mathbf{\tau}_i \cdot \mathbf{\tau}_j & \quad g_A \sum_i \mathbf{\sigma}_i \mathbf{\tau}_i \\
(S = 0) & \quad \sum_{ij} V_{ij} (r_{ij}) \mathbf{\tau}_i \cdot \mathbf{\tau}_j & \quad g_V \sum_i \mathbf{\tau}_i
\end{align*}
\]

Table 3.1: Comparison between the spin-isospin operators describing the central part of the nuclear strong interaction involved in direct SCE nuclear reaction and the weak interaction in single beta decay process, both in the two cases of spin-flip \( (S = 1) \), i.e. Gamow-Teller (GT), and non spin-flip \( (S = 0) \), i.e. Fermi (F), transitions.

actions. As stated in chapter 1, these kind of processes can be due to two-nucleon transfer or “direct” one-step reactions, i.e. a simultaneous exchange of two nucleons between target and projectile; the latter type of processes, from now on simply referred to as single charge exchange (SCE) nuclear reactions, are due to meson exchange (hard process) and are described by the same spin-isospin structure of single beta decay [2, 96, 122, 123], as shown in Tab. 3.1, while the former processes are caused by nuclear mean field interaction (soft processes) and are characterized by spin-isospin operators different from the one involved in Gamow-Teller and Fermi beta decays [105].

Guided by the analogies in tab. 3.1, it is immediate to look at the SCE nuclear reactions as a tool to gain information on beta decay nuclear matrix element for a candidate nucleus. This peculiarity, together with the plethora of nuclear structure information provided by such nuclear reactions (from single particle to collective modes), led to pay special attention to the development of a formalism of SCE reactions, starting from the simplest case of \((p,n)\) processes.

Taddeucci (1987) starts from \((p,n)\) double differential cross section,
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in the center of mass frame,

\[
\frac{d^2\sigma}{dE d\Omega} = \frac{E_\alpha E_\beta k_\beta}{4\pi^2 (\hbar c)^4 k_\alpha (2J_A + 1)} \frac{1}{2} \sum_{m_A, m_B} \sum_{m_a, m_b} |\mathcal{M}_{\alpha\beta}^\tau(k_\alpha, k_\beta)|^2
\]  

(3.1)

by using DWBA together with impulse and zero-range approximations, so that the transition matrix element reduces to that of eq. (2.58), referred to nucleon - nucleon interaction, and for \((p, n)\) processes further simplifies to

\[
\mathcal{M}_{\alpha\beta}^{(r)}(k_\alpha, k_\beta) =
\sum_{S,T} \int d^3 r \chi_{k_\beta}^{(-)*}(r) < \psi_B, n | \tilde{V}_{\alpha\beta}^{(ST)}(r, \sigma_\alpha, \tau_\alpha, \sigma_\beta, \tau_\beta) P_x | p, \psi_A > \chi_{k_\alpha}^{(+)}(r)
\]

\[
= \sum_{S,T} \int d^3 r \chi_{k_\beta}^{(-)*}(r) < \psi_B, n | \sum_j V_{ST}^{(r)}(r) O_j | p, \psi_A > \chi_{k_\alpha}^{(+)}(r)
\]

(3.2)

where \(|p\rangle\) and \(|n\rangle\) represent proton and neutron wave functions in spin-isospin space, respectively; the sum \(\sum_j\) in the last line of eq. (3.2) runs over all nucleons in the target and the spin-isospin dependence of nucleon-nucleon effective potential has been made explicit through the introduction of the spin-isospin operators \(O_j\) and \(O_p\) accounting for the transition in target and projectile nuclei, respectively. By writing the transition matrix element in momentum space, so that projectile and target coordinates are separated, and considering only central effective nucleon-nucleon interaction \((\tau = C)\), eq. (3.2) becomes

\[
\mathcal{M}_{\alpha\beta}^{(r)}(k_\alpha, k_\beta) = \int d^3 q t^{\tau;(ST)}(q) \rho_{ST}(q) d(q, k_\alpha, k_\beta)
\]

(3.3)

where

\[
t^{C,(ST)}(q) = 4\pi \int_0^\infty dr r^2 V_{ST}^{(C)}(r) \left[ j_0(qr) + (-1)^j j_0(k_{\alpha, r}) \right]
\]

(3.4)

\^2DWBA plus impulse approximation will be referred with the acronym DWIA.
\^3The coordinate space wave functions for proton and neutron do not appear, because for energies less than 1 GeV, nucleons can be treated as point-like particles.
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is nothing but the Fourier transform of the direct (first term inside square parenthesis) and exchange (second term inside square parenthesis) components of $V_{ST}^{(C)}$ (the factor $(-1)^\ell$ in the exchange term, i.e. the term obtained through the action of the antisymmetrizing operator $P_x$ introduced in chapter 2, accounting for a properly antisymmetrized conversion between $S, T$ and singlet-triplet even-odd representation of the effective potential),

$$\rho_{ST}(\mathbf{q}) = \langle \psi_B | \sum_j O_j e^{-i\mathbf{q} \cdot \mathbf{r}} | \psi_A \rangle \langle n | O_p | p \rangle$$  \hspace{1cm} (3.5)$$

represents the Fourier transform of the transition density, which contains all information on the nuclear structure of the target nucleus, thus playing a major role in nuclear spectroscopic studies, and

$$d(q, k_\alpha, k_\beta) = \frac{1}{(2\pi)^3} \int d^3r \chi_{k_\beta}^{(-)\ast}(r) \chi_{k_\alpha}(r) e^{-i\mathbf{q} \cdot \mathbf{r}}$$  \hspace{1cm} (3.6)$$
is the distortion coefficient, which contains all the information on initial and final state interactions, encoded into the distorted waves, and is crucial in the determination of a proportionality relation between forward $(p, n)$ angular distribution and beta decay strength.

3.2.1 Light ion single charge exchange cross section factorization

Considering the small linear momentum transfer range and assuming that only $\Delta L = 0$ transition is important for small scattering angles (so as to reproduce the kinematical conditions characterizing beta decays), after few passages exploiting Wigner $3-j$ symbol properties, the Fourier transform of the transition density reduces to

$$\rho_{ST}(\mathbf{q}) = \sqrt{2J_A} + 1 \sqrt{2\Delta S} + \mathbf{i} \sqrt{8} e^{-\frac{i}{2}\mathbf{q}^2 \langle r^2 \rangle_p} M_{ST}(X) \sum_{M_s} \binom{J_A}{m_A} \binom{J_B}{-m_B} \Delta S^m \binom{\frac{1}{2}}{m_p} \binom{\frac{1}{2}}{-m_n} \binom{\Delta S}{M_S}$$  \hspace{1cm} (3.7)$$

where $\Delta S$ is the spin transferred in the reaction, $\langle r^2 \rangle_p$ is the mean square radius of the transition density, $m_i (i = A, B, p, n)$ are the eigenval-
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ues associated to the third component of total angular momentum and $M_{ST}(X)$ is the reduced nuclear matrix element of the target nucleus, with $X = GT, F$ identifying Gamow-Teller or Fermi transitions. The square modulus of nuclear matrix element is just equal to beta decay strength of the same nucleus, as illustrated by the following well-established relations (first line for Gamow-Teller transitions and second line for Fermi transitions) [118]

\[
B(GT) = \frac{1}{2J_A + 1} |\langle J_B || \sigma^- || J_A \rangle|^2 \equiv |M_{ST}(GT)|^2
\]

\[
B(F) = \frac{1}{2J_A + 1} |\langle J_B || \tau^- || J_A \rangle|^2 \equiv |M_{ST}(F)|^2
\]

(3.8)

with both Fermi and Gamow-Teller strengths normalized to the corresponding nucleon strengths.

In the small momentum transfer limit, $t^{C,(ST)}(q)$ simplifies to

\[
t^{C,(ST)}(q) \simeq J_0^{C,(ST)} e^{-\frac{1}{2}q^2 r^2_t}
\]

(3.9)

being $J_0^{C,(ST)}$ the volume integral of both direct and exchange terms of the central effective nuclear interaction potential $V_{ST}^{C}(r)$ and $\langle r^2 \rangle_t$ is the mean square radius of the effective interaction.

Moreover, treating distorted waves by means of the eikonal approximation, making the naive assumption of a three-dimensional square-well optical potential, choosing zero impact parameter and properly fitting the dependence on the target mass number $A$, the distortion coefficient reduces to

\[
d(q, k_\alpha, k_\beta) = e^{\frac{1}{2}[-x^{4/3} + p(\omega)]} \delta(q - q_{\alpha\beta}) e^{i\phi}
\]

(3.10)

where $q_{\alpha\beta} = k_\alpha - k_\beta$ is the relative momentum transfer, $\phi$ is a real eikonal phase due to the real part of the optical potential, $x = 4r_0 W_\alpha / hc \beta_\alpha$, being $W_\alpha$ the maximum value of the imaginary part of the optical potential, $r_0 = 1.2 fm$, $\beta_\alpha$ the projectile velocity and $p(\omega) = a_0 + a_1 \omega + a_2 \omega^2$ is a second order polynomial of the “energy loss” $\omega = E_x - Q_{\text{reac}}$, with
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$E_x$ the target excitation energy and $Q_{\text{reac}}$ the $Q-$value of the reaction, according to the formalism in [2].

Through the distortion coefficient of eq. (3.10), Taddeucci provided a proportionality relation between $(p,n)$ cross section at small momentum transfer and beta decay strength of the given target nucleus, as shown by the following (factorized) expression

$$\frac{d^2\sigma}{dE_d\Omega} = \frac{E_\alpha E_\beta k_\beta}{\pi^2(hc)^2 k_\alpha} |J_0^{C,(ST)}|^2 e^{-\frac{1}{4}q_{\alpha\beta}(r^2)} e^{-xA^{1/3}+p(\omega)} B(X)$$

$$= K(E_b,\omega)|J_0^{C,(ST)}|^2 N^D B(X)$$

$$\equiv \hat{\sigma}_X(E_b, A) F_X(q, \omega) B(X)$$

(3.11)

where $E_\alpha = \sqrt{\mu_\alpha^2 + k_\alpha^2}$ ($E_\beta = \sqrt{\mu_\beta^2 + k_\beta^2}$) is the reduced energy of the initial (final) channel that in non relativistic limit reduces to $\mu_\alpha$ ($\mu_\beta$); in the second line of eq. (3.11), the kinetic factor

$$K(E_b, \omega) = \frac{E_\alpha E_\beta k_\beta}{\pi^2(hc)^2 k_\alpha}$$

(3.12)

is introduced, which depends on $\omega$ and on beam energy $E_b$, and

$$N^D = e^{-\frac{1}{4}q_{\alpha\beta}(r^2)} e^{-xA^{1/3}+p(\omega)}$$

(3.13)

which in the limit of zero momentum transfer and zero energy loss reduces to the distortion factor definition, given by Goodman [7][133]

$$N^D = \frac{(d^2\sigma/dE_d\Omega)_{0e}^{(DWBA)}}{(d^2\sigma/dE_d\Omega)_{0e}^{(PWBA)}}$$

(3.14)

In the last line of eq. (3.11), the so called “unit cross section” has been introduced, defined as

$$\hat{\sigma}_X(E_b, A) \equiv K(E_b, 0)|J_0^{(ST)}|^2 e^{-xA^{1/3}+a_0}$$

(3.15)

and

$$F_X(q, \omega) = \frac{K(E_b, \omega)}{K(E_b, 0)} e^{-\frac{1}{4}q_{\alpha\beta}(r^2)} e^{p(\omega)-a_0}$$

(3.16)
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Figure 3.1: Cross section from eq. (3.11) (dashed line) versus momentum transfer, normalized to full DWIA calculations for $1^+$ transitions (squares) obtained by using only central (left panel) and central plus tensor effective nuclear interaction (right panel) [2].

is the factor accounting for the shape of the cross section and goes to unity for $(q, \omega) \to (0, 0)$ [2], thus stressing the importance of the unit cross section, which represents the proportionality factor between the zero degree cross section and the beta decay strength.

The gaussian momentum dependence of light ion SCE cross section at intermediate energies, thus found by Taddeucci, represents a quite realistic approximation, in that the agreement with full DWIA calculations (i.e. relaxing small momentum, $\Delta L = 0$ only, eikonal and square well optical potential approximations) is good for a large range of momentum transfer values, while reduces to $q_{\alpha\beta} \lesssim 0.25 \text{ fm}^{-1}$ if compared with full calculations including tensor effective nuclear interaction, as shown in the two plots in fig. 3.1, and, above all, because it fits pretty well the shape of the data for $1^+$ transitions, even if the fit becomes worst for $0^+$ transitions to isobaric analog state, as shown in fig. 3.2, the latter discrepancy probably due to transition density shapes differing from a gaussian one.

An analogous factorized expression has been deduced for heavy ion single charge exchange reactions, within the present PhD work, following
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Figure 3.2: Cross section from eq. (3.11), normalized to the data for $1^+$ (left panel) and $0^+$ (right panel) transitions, as a function of momentum transfer [2].

The same validation procedure, as shown in the section below and in the last chapter, where the results are illustrated.

The most recent high energy resolution ($^3$He, t) experiment performed at RCNP, Osaka University [8][126] shows a good correlation between SCE and $\beta$–decay Gamow–Teller strengths for same nuclear states, as shown in fig. 3.3.

Figure 3.3: Gamow–Teller strength from $^{41}$K($^3$He, t)$^{41}$Ca reaction cross section measurements, $B(GT)_{het}$, versus the corresponding beta decay strength, obtained from $^{41}$Ti($\beta^+$)$^{41}$Sc $\beta$–decay measurements at RCNP [8].
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Similar results have been found also for $\beta^+$ transitions, through $(d,^2\text{He})$ reactions at KVI (Netherlands) [127–130] and RIKEN (Japan) [131, 132] laboratories.

3.3 Heavy ion single charge exchange reactions

Within the present PhD work, the formalism developed by Taddeucci for $(p,n)$ reactions at intermediate energies, has been extended to heavy ion SCE processes at low energies. Of course, heavy ion SCE reaction cross section calculation is more involved than that for $(p,n)$ reactions, because for heavy ions the internal degrees of freedom of projectile nucleus have to be also taken into account, as dealt with in the following.

The direct nature of charge exchange reactions and the short range nature of the strong nuclear interactions allow to use DWBA and zero range approximation, so that the transition matrix element becomes

$$M_{\alpha\beta}^{(r)}(k_\alpha, k_\beta) = \int d^3r \, \chi_{k_\beta}^{(-)\ast}(r) < \psi_B | \hat{V}_{\alpha\beta}^{(r)}(r, \sigma_\alpha, \tau_\alpha, \sigma_\beta, \tau_\beta) | p_x | \psi_A > \chi_{k_\alpha}^{(+)}(r)$$

which is just eq. (2.58).

Generally, calculations are performed in momentum space, where projectile and target coordinates are separated, due to Fourier transform properties, so that transition matrix element becomes

$$M_{\alpha\beta}^{(r)}(k_\alpha, k_\beta) = \sum_{ST} \int d^3p \, K_{\alpha\beta}^{(ST)}(p) N^D(p)$$

where

$$N^D(p) = \int \frac{d^3r}{(2\pi)^3} \chi_{k_\beta}^*(r) \chi_{k_\alpha}(r) e^{-ir\cdot p}$$

is just the distortion coefficient introduced by Taddeucci, which is nothing but the Fourier transform of the product of the distorted waves in
the initial \((\chi_{k_a}(r))\) and final \((\chi_{k_B}(r))\) channels, thus accounting for the reaction dynamics of the process, and

\[
K^{(ST)}_{a\beta}(p) = V^{(C)}_{ST}(p)F^{(ST)\dagger}_{ab}(p) \cdot F^{(ST)}_{AB}(p)
\]

\[
+ \delta_{S1} \sqrt{\frac{24\pi}{5}} V^{(T)}_{ST}(p) Y^{*}_2(\hat{p}) \cdot \left[ F^{(ST)\dagger}_{ab}(p) \otimes F^{(ST)}_{AB}(p) \right]_2
\]

(3.20)

called “reaction kernel”, accounts for the whole nuclear structure information of the process, being a combination of the Fourier transform of the radial coordinate component of the effective local nuclear interaction potential, \(V^{(r)}_{ST}(p)\), with projectile (lowercase letter subscripts) and target (capital letter subscripts) form factors. The latter terms are just the equivalent of Taddeucci’s transition density in momentum space; indeed, they are given by the matrix element of the operators \(O^{(ST)}_{AB}\) and \(O^{(ST)}_{ab}\), accounting for spin-isospin transition in target and projectile nuclei, respectively, as shown by the following expression e. g. for projectile nucleus

\[
F^{(ST)}_{ab}(p) = <J_a m_a|\frac{1}{4\pi} e^{ipr_a} O^{(ST)}_{ab} |J_b m_b> = \sum_{L,M_L,L_1,M_1} (J_a, m_a, J_b, m_b, J_1, M_1) (L, M_L, L_1, M_1) \rho^{(S,J_1)}_{ab}(p) Y^{L,M}_L M_1(\hat{p})
\]

(3.21)

(same expression holds for target). The scalar product in the first term (central potential) of eq. (3.20) implies the contraction of spin and isospin z-projection indices, while the rank - 2 tensorial term couples the spin degrees of freedom only, as follows

\[
Y^{*}_2(\hat{p}) \cdot \left[ F^{(ST)\dagger}_{ab}(p) \otimes F^{(ST)}_{AB}(p) \right]_2 = \sum_M Y^{*}_2 M(\hat{p}) \left[ F^{(ST)\dagger}_{ab}(p) \otimes F^{(ST)}_{AB}(p) \right]_2 M
\]

(3.22)
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The radial term

\[ \rho_{ab}^{(L,S,J_1)}(p) = 4\pi \int_0^\infty dr r^2 \rho_{ab}(r) j_L(pr) \]  

is the Fourier transform of the radial transition density, which at low momentum transfer reduces to

\[ \rho_{ab}^{(L,S,J_1)}(p \to 0) = 4\pi \frac{p^L}{(2L + 1)!!} \int_0^\infty dr r^{2+L} \rho_{ab}(r) + \mathcal{O}(p^2) \]  

The integral in the first order term, i.e.

\[ b_{ab}^{(L,S,J_1)} = \int_0^\infty dr r^{2+L} \rho_{ab}(r) \]  

is directly related to the Fermi/Gamow-Teller multipole operator

\[ B_{ab}^{(L,S,T)J_1,M_1}(r) = r^L \left[ Y_L \otimes (\sigma)^S \right] J_1M_1 (\tau)^T \]  

by the following proportionality relation [6]

\[ |b_{ab}^{(L,S,J_1)}|^2 = \frac{1}{2J_1 + 1} |\langle J_b || B_{ab}^{(L,S,T)J_1,M_1}(r) || J_a \rangle|^2 \]  

being \( J_1 \) the total angular momentum transfer.

### 3.3.1 Heavy ion single charge exchange cross section factorization

An heuristic extension to heavy ions, at low and intermediate energies, of Taddeucci’s factorized expression of the cross section, can be given by noting that, due to the direct nature of charge exchange reactions, it is possible to identify two momentum scales:

- the one describing the range in which the distortion factor is not negligible, that depends on the optical potential momentum scale, given by \( \Delta k_{\text{reac}} \approx \frac{1}{R_{\text{opt}}} \leq 50 \text{ MeV} \), where \( R_{\text{opt}} \) is the optical potential radius.

---
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- the one describing the reaction kernel momentum dependence, which is governed by nuclear form factors, characterized by a momentum range of the order of Fermi momentum of protons and neutrons, \( \Delta k_{\text{nucl}} \approx k_F \approx 300 \text{ MeV} \).

From these observations, it follows that the distortion factor can be treated as a Dirac delta distribution, peaked at the “on - shell” momentum transfer, \( q_{\alpha \beta} \); hence, the reaction kernel, which varies over a wider momentum range, can be expressed as the product of a term calculated at \( q_{\alpha \beta} \) and the residual function depending on the “off - shell” (i.e. the integrated) momentum, \( q \).

On a quantitative level, in order to obtain a proportionality relation between Fermi/Gamow - Teller \( \beta \) decay strength and SCE cross section, it is necessary to take out of momentum integral in eq. (3.18) at least one of the two factors shown above, in particular the reaction kernel, which contains the wanted projectile and target strengths.

Observing that direct reactions are surface processes, one expects that the corresponding radial transition densities can be described through gaussian distributions, peaked at the nuclear surface; this has been nicely verified by performing simulations through the HIDEX code [106], as shown in fig. 3.4, for SCE nuclear reactions \(^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}_{1.3\text{MeV}}\), \(^{40}\text{K}_{1.3\text{MeV}}(^{18}\text{F},^{18}\text{Ne})^{40}\text{Ar},^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In},^{116}\text{In}(^{18}\text{F},^{18}\text{O})^{116}\text{Cd}, \) leading to \( pn \) (\( np \)) transitions in target (projectile) nuclei, \(^{116}\text{Cd}(^{20}\text{Ne},^{20}\text{F}_{1.056\text{MeV}})\) \(^{116}\text{In} \) and \(^{116}\text{In}(^{20}\text{F}_{1.056\text{MeV}},^{20}\text{O})^{116}\text{Sn} \), inducing \( np \) (\( pn \)) transitions in target (projectile) nuclei, studied within the NUMEN collaboration. These radial transition densities are calculated for zero angular momentum transfer\(^4\), \( L = 0 \), for example, for the SCE transitions with \( J^\pi = 1^+ \).

The slightly different position of the peaks for \(^{40}\text{Ca}_{6.8.} \rightarrow ^{40}\text{K}_{1.3\text{MeV}}\) and \(^{40}\text{Ar}_{6.8.} \rightarrow ^{40}\text{K}_{1.3\text{MeV}}\) transition densities shows shell effects, because \(^{40}\text{Ca}\) is a doubly magic nucleus, while \(^{40}\text{Ar}\) is not; this is the same reason of the

\(^4\)This may allow the non - zero value of \( \rho (r = 0) \).
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peak shift for the heavier nuclei transition densities $^{116}\text{Sn}_{g.s.} \rightarrow ^{116}\text{In}_{g.s.}$ and $^{116}\text{Cd}_{g.s.} \rightarrow ^{116}\text{In}_{g.s.}$, because $^{116}\text{Sn}$ is a magic nucleus (the proton shell is closed, while neutron shell is not), while for $^{116}\text{Cd}$ both proton and neutron shells are not closed.

Figure 3.4: Radial transition densities for different projectiles (left panels), and targets (right panels), for zero angular momentum transfer, $L = 0$.

The gaussian shape of both projectile and target radial transition densities, shown in fig. 3.4 in coordinate space, allows to write each of the two transition form factors in terms of properly normalized gaussians, peaked at the nuclear surface and with standard deviation proportional to the surface thickness of the corresponding nucleus, which in coordinate space means

$$F^{(ST)}_{XY}(r) = U_{0X} e^{-\frac{(r-R_{XY})^2}{2\sigma_X^2}}$$

being $XY = AB$ for target and $ab$ for projectile transitions and $R_a$ ($R_A$) and $\sqrt{2}\sigma_a$ ($\sqrt{2}\sigma_A$) are projectile (target) nuclear radius, $R = 1.2A^{\frac{1}{3}}$, and
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projectile (target) nuclear surface thickness, respectively.

For the increasingly deformed nuclei $^{116}\text{Sn}$, $^{116}\text{Cd}$ and $^{40}\text{Ar}$, the transition densities can be fit through gaussians with peak position parameter smaller than the nuclear radius, because spherically symmetric transition densities are considered, but just the same results are obtained by using gaussians with parameter $R_A$ corresponding to the nuclear radius and by slightly increasing the value of the other parameter, $\sigma_A$.

Switching from spatial to momentum coordinates, the form factor in eq. (3.29) of course remains a gaussian, according to the properties of gaussian distributions, as shown in eq. (3.30)

$$F_{XY}^{(ST)}(p) = U'_0 e^{-\frac{t^2}{2\sigma^2}} e^{i\cdot p \cdot R_X}$$  \hspace{1cm} (3.30)

From eq. (3.20), one can note that the reaction kernel is given by a combination of projectile and target transition form factors and in particular the central term contains their product; thus, after performing an investigation on the interplay between central and tensor components of the effective nuclear interaction potential (by means of HIDEX simulations [106]), which confirm that central components dominate over tensor ones at small scattering angles (for details, see chapter 6), one can safely consider only the central part of the reaction kernel, i. e. the reaction kernel simply given by the product of the effective nuclear interaction potential with projectile and target transition form factors.

The gaussian trend of the transition form factors, together with the smooth momentum dependence of effective NN interaction potential Fourier transform, shown in fig. 3.5, allows in turn to describe the whole reaction kernel in terms of a gaussian

$$K_{\alpha\beta}^{(ST)}(p, R) = V_{ST}^{(C)}(p = q_{\alpha\beta}) U_0 a U_0 b e^{-\frac{1}{2} \sigma_B^2 p^2} e^{i\cdot p \cdot R_a} e^{-\frac{1}{2} \sigma_A^2 p^2} e^{i\cdot p \cdot R_B}$$

$$= V_{ST}^{(C)}(p = q_{\alpha\beta}) U_0 a U_0 b e^{-\frac{1}{2} \sigma_B^2 p^2} e^{i\cdot p \cdot (R_a + R_B)}$$

$$= U_0 e^{-\frac{1}{2} \sigma^2 p^2} e^{i\cdot p \cdot R}$$  \hspace{1cm} (3.31)
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Figure 3.5: Direct (black lines) and exchange (green lines) components of central effective local NN interaction potential, both for Fermi and Gamow - Teller channels \((S, T) = (0, 1)\) and \((1, 1)\), respectively. The curves are obtained, through HIDEX code, by using \textit{M3Y} potential.

Depending on the two parameters \(R = \sqrt{R_a^2 + R_A^2}\) and \(\sqrt{2} \sigma = \sqrt{2 \sigma_a^2 + 2 \sigma_A^2}\), which are nothing but the sum in quadrature of projectile and target nuclear radii and surface thicknesses, respectively, while the square of the parameter \(U_0' = V_{ST}^{(C)}(p = q_{\alpha \beta})U_{0a}U_{0A}\) gives the magnitude of the reaction cross section corresponding to a scattering angle and an excitation energy fixed by the value of the momentum transfer modulus, \(q_{\alpha \beta}\).

The dependence on the “on - shell” momentum transfer, \(q_{\alpha \beta}\), is made explicit through the change of integration variable, \(p = q_{\alpha \beta} - q\), so that the reaction kernel becomes

\[
K_{\alpha \beta}^{(ST)}(q, q_{\alpha \beta}, R) = U_0' e^{-\frac{1}{2} \sigma^2 q_{\alpha \beta}^2} e^{i q_{\alpha \beta} \cdot R} e^{-\frac{1}{2} \sigma^2 q^2} e^{-i q \cdot R} e^{\sigma^2 q q_{\alpha \beta}}
\]

\[
= K_{\alpha \beta}^{(ST)}(q_{\alpha \beta}, R) h_{\alpha \beta}^{(ST)}(q, \rho)
\]  

(3.32)

where

\[
h_{\alpha \beta}^{(ST)}(q, \rho) = e^{-\frac{1}{2} \sigma^2 q^2} e^{-i q \cdot R} e^{\sigma^2 q q_{\alpha \beta}}
\]

(3.33)
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called “separation function”, still depends on momentum transfer, $q_{\alpha\beta}$, through the complex vector (pseudo-radius) $\rho = R + i\sigma^2 q_{\alpha\beta}$.

Eq. (3.32) shows that reaction kernel factorizes into the product of two terms: $K_{\alpha\beta}^{(ST)}(q_{\alpha\beta}, R)$, which can be taken out of the momentum integral in eq. (3.18), and the separation function, $h_{\alpha\beta}^{(ST)}(q, \rho)$, still depending on the integration variable $q$. Inserting expression (3.32) into eq. (3.18), the desired transition matrix element (and thus cross section) factorization is obtained

$$M_{\alpha\beta}(k, k') = \sum_{ST} K_{\alpha\beta}^{(ST)}(q_{\alpha\beta}) \int d^3 q h_{\alpha\beta}^{(ST)}(q, \rho) N^D(q)$$

(3.34)

even if the factorization is exact only for $q_{\alpha\beta} = 0$, because the integrand still depends on $q_{\alpha\beta}$, through the separation function.

3.3.1.1 Analytical expression for Distortion factor: Black Disk Approximation

Within BDA, the distortion coefficient can be expressed as the difference between a Dirac delta, peaked at the momentum transfer, i.e. $q = 0$, and a term accounting for the absorption effects, $N^D_{BD}(q)$,

$$N^D(q) = \delta(q) - N^D_{BD}(q)$$

(3.35)

being $\delta(q)$ nothing but the distortion coefficient in PWBA case and

$$N^D_{BD}(q) = \frac{1}{2\pi^2} \frac{R_{BD}}{q} \left( -\frac{\hat{c}}{\hat{v}q} \right) J_0(qR_{BD})$$

(3.36)

By using eq. (3.35), the transition matrix element can be expressed as

$$M_{\alpha\beta}^{(r)}(k, k') \simeq \sum_{ST} K_{\alpha\beta}^{(ST)}(q_{\alpha\beta}) \left( 1 - \int d^3 q h_{\alpha\beta}^{(ST)}(q, \rho) N^D_{BD}(q) \right)$$

(3.37)

$$= \sum_{ST} K_{\alpha\beta}^{(ST)}(q_{\alpha\beta}) (1 - n_{BD})$$

where

$$n_{BD} = \int d^3 q h_{\alpha\beta}^{(ST)}(q, \rho) N^D_{BD}(q)$$

(3.38)
so that the cross section, for a specific \((S,T)\) channel, becomes

\[
\frac{d^2\sigma^{(ST)}}{dE_x d\Omega} = \frac{E_\alpha E_\beta k_\beta}{4\pi^2(hc)^4 k_\alpha (2J_A + 1) (2J_a + 1)} \sum_{m_a,m_A,m_b,m_B} |K_{\alpha\beta}^{(ST)}(q_{\alpha\beta})|^2 |1 - n_{BD}|^2
\]

(3.39)

The spherical symmetry implied by black disk approximation allows to assume a spherically symmetric distortion coefficient and thus angular integration can be easily performed, obtaining the following expression for transition matrix element

\[
\mathcal{M}_{\alpha\beta}(k_\alpha, k_\beta) \approx \sum_{ST} K_{\alpha\beta}^{(ST)}(q_{\alpha\beta}) \left( 1 - \int dq q^2 h_{\alpha\beta}^{(ST)}(q,\rho) N_D(q) \right)
\]

(3.40)

with \(h_{\alpha\beta}^{(ST)}(q,\rho) = 4\pi e^{-\frac{1}{2}\sigma^2 q^2 j_0(q\rho)}\), where \(\rho = \sqrt{R^2 - \sigma^4 q_{\alpha\beta}^2 + 2i\sigma^2 q_{\alpha\beta} \cdot R}\) is still complex. By using this angular averaged expression for \(h_{\alpha\beta}^{(ST)}(q,\rho)\), the integral in \(n_{BD}\) can be analytically solved, obtaining the following expression

\[
n_{BD} = \frac{1}{2} \left[ \text{erf} \left( \frac{1}{\sqrt{2}\sigma} (R_{BD} - \rho) \right) + \text{erf} \left( \frac{1}{\sqrt{2}\sigma} (R_{BD} + \rho) \right) \right] \]

\[
- \frac{1}{\sqrt{2}\pi \sigma} \left[ e^{-\frac{1}{2\sigma^2}(R_{BD}-\rho)^2} - e^{-\frac{1}{2\sigma^2}(R_{BD}+\rho)^2} \right]
\]

(3.41)

Eq. (3.41) shows that the distortion coefficient is a complex function for \(q_{\alpha\beta} \neq 0\), because of the dependence on the pseudo - radius \(\rho\), and gives a distortion factor, \(|1 - n_{BD}|^2\), i.e. the reaction term appearing in the cross section as given by eq. (3.39), with a dependence on the absorption radius shown in fig. 3.6, where one can note that the greater the absorption radius is, the stronger the absorption is, i.e. the smaller is the distortion factor, as expected.

The distortion coefficient takes into account all multipolarities involved in the nuclear transition, which are encoded in the non - zero value of the linear momentum transfer \(q_{\alpha\beta}\), contained in the argument
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![Graph showing the distortion factor as a function of the black disk radius, $R_{BD}$, for example, for the reaction $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K at 15 AMeV [6].](image)

Figure 3.6: Distortion factor as a function of the black disk radius, i.e. the absorption radius, $R_{BD}$, for example, for the reaction $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K at 15 AMeV [6].

of the zeroth-order spherical Bessel function of the first kind, in the expression of the separation function $h_{\alpha\beta}^{(ST)}$.

Thus to get deeper insight into the multipole structure, it is useful to consider the multipole expansion of $j_0(q\rho)$

$$j_0(q\rho) = \sum_{lm} i^{l} Y_{lm}(q_{\alpha\beta}) Y_{lm}^{*}(\hat{R}) j_{l}(qR) i_{l}(\sigma^2 q_{\alpha\beta} q)$$

(3.42)

where $i_{l}(x) = i^{l} j_{l}(ix)$ is the modified spherical Bessel function of the first kind.

In the limit of small momentum transfer ($q_{\alpha\beta} \ll 1/\sigma \approx 200 MeV$), the monopole component dominates in this multipole expansion, so that the separation function becomes

$$h_{\alpha\beta}^{(ST)}(q, \rho) = e^{-\frac{1}{2} \sigma^2 q^2} j_0(qR) i_0(\sigma^2 q_{\alpha\beta} q)$$

(3.43)

It is important to underline that due to the residual dependence on $q_{\alpha\beta}$ inside momentum integral, the factorization procedure shown above
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is not exact, but for \( q_{\alpha\beta} = 0 \); thus, an important check is to establish the range of momentum transfer values within which this factorization works. Thus, on the same vein of Taddeucci’s work, SCE transition matrix elements have been calculated in PWBA, in full DWBA (i.e. without using any factorized expression) and by using the separation function at three different levels of approximation, which represent nothing but different approximations for the reaction kernel: the full, angular averaged, expression, its monopole component and the simplified expression for \( q_{\alpha\beta} = 0 \). The results of this check are shown in the next chapter, together with the ones for heavy ion “direct” double charge exchange cross section at low beam energy.

In order to derive an explicit analytical expression for energy and mass dependence of the distortion factor the following procedure has been used [6], based on the eikonal approximation:

a spherically symmetric optical potential of Gaussian shape

\[
W(r) = -W_0 e^{-r^2/R_W^2} \tag{3.44}
\]

has been assumed, where the radius parameter \( R_W \) is fixed by fitting the full DWBA results, obtained by using HIDEX code [106] (see chapter 5), turning out to be \( R_W = 0.783 \sqrt{(A_P^{2/3} + A_T^{2/3})} \), and the maximum value parameterized in terms of projectile and target mass numbers as \( W_0 = w_0 \left( A_P^{2/3} + A_T^{2/3} \right)^{-\frac{4}{3}} \), according to the so called \( UR^n \)-law found by Hodgson [124, 125], with the fit parameter \( w_0 = 5902.743 \) MeV [6].

Looking at the reactions performed within the NUMEN collaboration, in particular at the SCE processes \(^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}\) and \(^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}\) at 15 \( \)MeV\( \), one can note that the product of the relative momentum in the initial channel, \( k_\alpha \approx 11 \) \( fm^{-1} \), and the radius characterizing the optical potential describing such transitions (see chapter 5 on simulations), \( R_{\text{opt}} \approx 4 \) \( fm \), is \( k_\alpha R_{\text{opt}} \approx 40 \gg 1 \), thus satisfying the eikonal condition (2.60). Hence, by using eikonal approximation to treat distorted waves
3.3 Heavy ion single charge exchange reactions

in eq. (2.69) and by using a gaussian imaginary optical potential \( W(r) \), like in eq. (3.44), it is possible to calculate analytically the integral in the definition of eikonal phase and that in the absorption cross section, eq. (2.69), obtaining the following relation for the absorption radius \( R_{BD} \), in eq. (3.41),

\[
R_{BD} = f^\frac{1}{2}(\xi(W, k)) R_W
\]  

(3.45)

where the variable \( \xi \) depends on initial channel imaginary optical potential parameters, relative momentum and on kinetic energy in the center of mass frame \((T_{CM})\) through the following expression

\[
\xi(W, k) = \sqrt{\pi} k R W \frac{W_0, a}{T_{CM}}
\]

(3.46)

and

\[
f(\xi) = \gamma + \log(\xi) + Ei(1, \xi)
\]

(3.47)

being \( \gamma = 0.5772... \) the Euler-Mascheroni’s constant and \( Ei(1, \xi) \) an exponential integral. Fig. 3.7 and the upper panel of fig. 3.8 show mass and energy dependence, respectively, of the distortion factor calculated within BDA, with \( R_{BD} \) obtained through the above (eikonal) procedure, for different projectile mass numbers. Comparing such energy dependence of the distortion factor with the one obtained by using the distortion factor definition in eq. (3.14), illustrated in the lower panel of fig. 3.8, one can note that the energy trend is similar in the two cases, thus giving a first confirmation of the validity of the above approximations.

3.3.1.2 Heavy ion single charge exchange unit cross section

Let’s consider the kinematical conditions in the “beta decay” limit, i.e. zero angular momentum transfer \( \Delta L = 0 \) and \( q_{\alpha\beta} \to 0 \), and only the central part of the effective nuclear interaction potential; thus, by using the Taylor expansion of Bessel function in eq. (3.24) up to the second order \((j_0(x) \approx 1 - \frac{1}{6} x^2 \approx \exp(-\frac{1}{6} \tilde{q}_{0,\beta}^2 \langle r^2 \rangle_{a, A})\), with \( \langle r^2 \rangle_{a, A} \) indicating the
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Figure 3.7: Distortion factor as a function of the target mass, fixing projectile nucleus as $^{18}$O with a beam energy of 15 $AMeV$, with $R_{BD}$ from eq. (3.45) [6].

mean square radius of projectile/target transition density), heavy ion SCE cross section in eq. (3.39) can be recast in the form

$$\frac{d^2\sigma}{dE d\Omega} = \frac{E_\alpha E_\beta}{4\pi^2(hc)^4 k_\alpha} \frac{k_\beta}{k_\alpha} (2S + 1) |V^{(C)}_{ST}(q_{\alpha\beta} = 0)|^2$$

$$|b^{(0,S,S)}_{ab}|^2 |b^{(0,S,S)}_{AB}|^2 e^{-\frac{i}{4}q_{\alpha\beta}(\langle r^2 \rangle_a + \langle r^2 \rangle_a)} |1 - n_{BD}|^2$$

$$= K_f(T_{lab}, \omega)(2S + 1) |V^{(C)}_{ST}(q_{\alpha\beta} = 0)|^2$$

$$|b^{(0,S,S)}_{ab}|^2 |b^{(0,S,S)}_{AB}|^2 e^{-\frac{i}{4}q_{\alpha\beta}(\langle r^2 \rangle_a + \langle r^2 \rangle_a)} |1 - n_{BD}|^2$$

$$= \hat{\sigma}(T_{lab}, A, a) F(q_{\alpha\beta}, \omega) |b^{(0,S,S)}_{ab}|^2 |b^{(0,S,S)}_{AB}|^2$$

where the spin multiplicity factor $(2S + 1)$ originates from the sum over target and projectile total angular momentum z-projections in the cross section expression in eq. (3.39).

In the second line of eq. (3.48), the kinematical factor $K_f(T_{lab}, \omega)$, defined as in light ion case, has been introduced, essentially depending on beam energy, $T_{lab}$, and on the energy loss $\omega = E_x - Q_{rec}$, introduced just in analogy to Taddeucci’s formalism, with $E_x = E_x^{(b)} + E_x^{(R)}$ now
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Figure 3.8: Distortion factor $f_{BD} = |1 - n_{BD}|^2$, as a function of the beam energy, [6], by using BDA approximation with $R_{BD}$ from the eikonal procedure, shown in this section, for different projectiles and by fixing $^{40}$Ca as target nucleus (upper panel). Lower panel shows distortion factor dependence on beam energy, obtained by making the ratio of PWBA to DWBA cross sections, at zero degree, for the SCE reactions $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K and $^{116}$Sn($^{18}$O,$^{18}$F)$^{116}$In and for total excitation energy fixed at projectile ground state and the first $1^+$ target excited state. The latter cross sections have been obtained by means of HIDEX simulations [106].
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representing the sum of the total excitation energy of ejectile and target-like nuclei.

In the last line of eq. (3.48), the “unit cross section”

\[ \hat{\sigma}(T_{\text{lab}}, A, a) = K_f(T_{\text{lab}}, 0)|V^{(C)}_{ST}(0)|^2|1 - n_{BD}|^2 \] (3.49)

whose dependence on projectile and target mass numbers is encoded in the distortion factor, has been introduced together with the factor

\[ F(q_{a\beta}, \omega) = \frac{K_f(T_{\text{lab}}, \omega)}{K_f(T_{\text{lab}}, 0)} e^{-\frac{1}{2} \sigma_{a\beta}(r^2_{\alpha} + r^2_{\lambda})} \] (3.50)

accounting for the shape of cross section and reducing to unity for \((q_{a\beta}, \omega) \rightarrow (0, 0)\).

Thus the cross section expression reached in the last line of eq. (3.48) strongly resembles the one obtained by Taddeucci for \((p, n)\) reactions, given by the last line of eq. (3.11).

In plane wave limit, the unit cross section reduces to

\[ \hat{\sigma}(T_{\text{lab}}, A, a) = K_f(T_{\text{lab}}, 0)|V^{(C)}_{ST}(0)|^2 \] (3.51)

so that it is characterized by a weak mass dependence. On the other hand, the distortion factor \(|1 - n_{BD}|^2\) may vary significantly with the system mass, as shown by figs. 3.7 and 3.8 [6].
In analogy to single charge exchange, double charge exchange nuclear reactions can be classified among surface processes (direct reactions), which can proceed via (charged) isovector mesons exchange, this leading to a simultaneous exchange of two nucleons between projectile and target nuclei (collisional DCE reactions), or via mean field forces, this giving a sequential transfer of nucleons between the interacting nuclei (multi-nucleon transfer reactions). As a general feature, inelastic two-step processes represent the basic mechanism of multi-step direct reaction (MSDR) theory [135–137]; moreover, as stated in chapter 1, both collisional and sequential charge exchange processes are very important tools for nuclear spectroscopy and for studying pairing interaction features [134]. In particular, the collisional mechanism (DCE) could carry precious information on new nuclear matter phenomena, like the excitation of the double Gamow-Teller giant resonance [127–132], and on double beta decay nuclear matrix elements. Heavy ion DCE reactions at low energies, but above the Coulomb barrier, turn out to be particularly useful systems for investigating the latter topic and are exploited by the
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NUMEN experiment, with a special interest on the possibility to determine a relation with $0\nu\beta\beta$ decay nuclear matrix elements, as stated in the previous chapters.

4.1 Brief review on double charge exchange experiments

First attempts on heavy ion double charge exchange reactions have been performed at LBNL (California, USA) by employing the reactions $^{24,26}\text{Mg}^{(18\text{O},18\text{Ne})^{24,26}\text{Ne}}$, at beam energy of 124 $MeV$ [138], for determining mass and spectroscopic features of exotic light nuclei, but these reactions were characterized by low yields and high background, thus not allowing a significant comparison among the various nuclear structure theoretical approaches. Few years later, studies on exotic nuclei were performed through an experiment on $^{40}\text{Ca}^{(14\text{C},14\text{O})^{40}\text{Ar}}$ reaction at 51 $MeV$ [91], i.e. close to the Coulomb barrier, exploiting projectile and ejectile ground states belonging to the same isospin triplet ($T = 1$), like for the previous experiment, to enhance double charge exchange cross section, thus finding a “surprisingly large” cross section ($d\sigma/d\Omega$ $\sim 10 \mu b/sr$); but the kinematical conditions of this experiment were such to make the multi - nucleon transfer mechanism (two neutron stripping and two proton pick up) dominant over other possible double charge exchange reaction mechanisms [92], as confirmed by the large values of cross sections for other multi - nucleon transfer processes performed by the same experiment, like $^{40}\text{Ca}^{(14\text{C},16\text{O})^{38}\text{Ar}}$ ($d\sigma/d\Omega$ $\sim 1 mb/sr$). In 1982 the first heavy ion double charge exchange experiment involving projectile and ejectile nuclei not belonging to the same isospin triplet, was performed by Naulin and coworkers [89], by means of the reaction $^{48}\text{Ca}^{(18\text{O},18\text{C})^{48}\text{Ti}}$ at 100 $MeV$, for studying the properties of neutron - drip line nuclei, but with poor results, due to the very low reaction cross section of that
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process \( \frac{d\sigma}{d\Omega} \sim 40 \, nb/sr \).

The hypothesis of a connection between heavy ion induced - double charge exchange reactions and double beta decays was first moved by Blomgren et al. [90], resuming the reaction \(^{24}\text{Mg}(^{18}\text{O},^{18}\text{Ne})^{24}\text{Ne}\) previously performed at LBNL, but at energies of 100 \(\text{AMeV}\) (at NSCL-MSU) and 76 \(\text{AMeV}\) (at GANIL), in order to look for double Gamow-Teller excitations. Unfortunately they observed that the cross section for double Gamow-Teller transitions induced by heavy ion reactions are strongly suppressed with respect to the pion - induced ones, probably due to a destructive interference between direct and sequential mechanisms. For this reason such reactions were abandoned until recent high resolution experiments, performed on the reactions \(^{12}\text{C}(^{18}\text{O},^{18}\text{Ne})^{12}\text{Be}\) and \(^{9}\text{Be}(^{18}\text{O},^{18}\text{Ne})^{9}\text{He}\) at RCNP facilities [94, 139, 140], provided that heavy ion - induced double charge exchange reactions represent a powerful tool for the study of nuclear systems far from stability.

In the wake of this renewed interest, the NUMEN experiment fits [1, 80, 93, 142, 143]. As stated before (see chapters 1 and 3), this experiment focuses on the connection between heavy ion - induced DCE reactions, at low energies (15 – 20 \(\text{AMeV}\)), and double beta decays, waiting for a theoretical framework able to establish such a connection, in the hope to make future experimental results, on \(0\nu\beta\beta\) decaying candidate nuclei, useful for extracting significant information on the wanted \(0\nu\beta\beta\) nuclear matrix element. Of course, from the theoretical point of view, the road is still long and winding.

The state - of - art of the theoretical formalism for heavy ion DCE processes described in terms of two uncorrelated SCE ones, is shown in the next sections.
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As stated in chapter 1, double charge exchange nuclear reactions can proceed via “direct” (DCE) or sequential (multi-nucleon transfer) mechanisms. The latter kind of nuclear reaction is at least of fourth order. On the basis of the DWBA approach to collisional single charge exchange (SCE) processes, it is straightforward to interpret “direct” double charge exchange nuclear reactions as second order DWBA processes. Thus, double charge exchange nuclear reactions via transfer mechanism can be safely neglected, because they are higher order processes with respect to the ones proceeding via “direct” mechanism, in particular when kinematical conditions are set to further suppress multi-nucleon transfer cross section.

The formalism developed during the present PhD work, and shown in the following, applies only to heavy ion double charge exchange reactions dominated by the “direct” mechanism.

Within the collisional description, two further DCE mechanisms can be distinguished, as illustrated in chapter 1. The formalism developed in the following refers to heavy ion DCE reactions described as second order DWBA processes, i.e. like a sequence of two independent SCE reactions where, after the first event, the system propagates before a second charge exchange occurs [80], as first proposed by Satchler in ’80s [141]. In this way, the theoretical framework used to describe heavy ion DCE cross section takes up very closely the one for SCE ones [6]. Indeed, each one of the two SCE processes is described by a one-body transition operator, in perfect agreement to second order perturbation theory approach, thus leading to the following DWBA transition matrix element

\[
\mathcal{M}_{\alpha\beta}^{(\tau,\text{DCE})}(k_\alpha, k_\beta) = \langle \beta | \hat{\mathcal{V}}_{\text{ST}}^{(\tau,\text{DCE})} | \alpha \rangle \\
\equiv \langle \beta | \hat{\mathcal{V}}_{\text{ST}}^{(\tau,\text{SCE})} \hat{G} \hat{\mathcal{V}}_{\text{ST}}^{(\tau,\text{SCE})} | \alpha \rangle
\]

\[\text{(4.1)}\]
where $|\alpha > = |\chi_{k_\alpha}, \phi_\alpha, \phi_A >$ and $|\beta > = |\chi_{k_\beta}, \phi_\beta, \phi_B >$ represent entrance and exit channels, respectively, $V_{SCE}^{(\tau)}$ is given by the first two terms of eq. (2.51) in chapter 2, $\chi_{k_\alpha}$ and $\chi_{k_\beta}$ denote the distorted waves obeying incoming and outgoing spherical wave boundary conditions, respectively [80]; $\hat{G}$ is the full Green function operator, called “propagator”, in that it accounts for the propagation of the (off - shell) nuclear system obtained from the first SCE process. To simplify the description of this intermediate channel, it is convenient to expand the propagator in terms of its eigenvalues and eigenfunctions

$$\hat{G} = \sum_\gamma |\gamma\rangle G(\omega_\gamma, \omega_\alpha) \langle \gamma | (4.2)$$

where the eigenvectors represent a complete set of DWBA nuclear eigenstates, $|\gamma\rangle = |\chi_{k_\gamma}, \phi_c, \phi_C\rangle$, reached through the first SCE process, while each (for a given channel $\gamma$) eigenvalue, $G(\omega_\gamma, \omega_\alpha)$, is the reduced Green function, which embeds only the energy - dependence, while the angular dependence remains encoded into the nuclear intermediate states $|\gamma\rangle$. At the lowest order (tree - level) of perturbation theory, the reduced Green function coincides with the one describing a non - interacting projectile - target nuclear system, i. e.

$$G(\omega_\gamma, \omega_\alpha) = \frac{1}{\omega_\alpha - \omega_\gamma + i\eta} (4.3)$$

depending only on the total energy of the system (projectile and target) propagating in the intermediate channel,

$$\omega_\gamma = M_c + M_C + \frac{k_\gamma^2}{2\mu_\gamma} (4.4)$$

and on total center - of - mass energy,

$$\omega_\alpha = M_a + M_A + \frac{k_\alpha^2}{2\mu_\alpha} (4.5)$$

being $M_a$ and $M_c$ ($M_A$ and $M_C$) initial and intermediate channel projectile (target) mass plus its excitation energy, respectively, $\mu_\gamma$ ($\mu_\alpha$) the
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reduced mass of projectile - target nuclei in the intermediate (initial) channel and \( k_\gamma \), the (off-shell) relative momentum of the system after the first SCE process, while \( k_a \) denotes the relative momentum in the entrance channel.

It is important to underline the different notation adopted for indicating the intermediate nuclear eigenstates (\( |\gamma\rangle \)) and their counterparts in dual Hilbert space (\( \langle \tilde{\gamma}| \)), in the context of a DWBA formulation involving complex optical potentials, instead of real ones. Indeed, the complex nature of the optical potentials breaks the hermiticity of the Hamiltonian describing initial and final state interactions of the nuclear system, so that a given nuclear state, \( |\gamma\rangle \), and its dual counterpart, \( \langle \tilde{\gamma}| \), contain distorted waves which are no more solutions of the same Schrödinger equation. This is not the case for the wave functions describing internal structure of the two nuclei (involved in the intermediate channel), if real effective nucleon - nucleon interaction potential is used. Hence, the intermediate channel distorted waves must satisfy the bi-orthogonality condition

\[
I_\gamma = \int \frac{d^3k}{(2\pi)^3} |\tilde{\chi}_{k_\gamma}^{(\pm)}\rangle \langle \chi_{k_\gamma}^{(\pm)}| \tag{4.6}
\]

instead of the orthogonality one, characterizing eigenstates of hermitian Hamiltonians, being \( I_\gamma \) the identity operator for the channel \( \gamma \).

In particular, one can note that the dual distorted wave function \( \tilde{\chi}_{k_\gamma} \) is eigenstate of the Hamiltonian containing an optical potential with a positive imaginary part, \(+iW(r)\), that acts as a probability current source term, instead of an absorption one, which in turn implies the use of boundary conditions more sophisticated with respect to the ones linking up with a spherical wave.

Inserting eq. (4.2) into eq. (4.1), DCE transition matrix element
becomes
\[
\mathcal{M}^{(\tau_{DCE})}_{\alpha\beta}(k, k') = \sum_{\gamma} \langle \chi_{k'}^{(-)} \phi_b, \phi_B | \mathcal{V}_{ST}^{(\tau_{SCE})} | \chi_k^{(+)} \phi_c, \phi_C \rangle G(\omega_{\gamma}, \omega_{\alpha})
\]
\[
\langle \chi_{k'}^{(-)} \phi_b, \phi_B | \mathcal{V}_{ST}^{(\tau_{SCE})} | \chi_k^{(+)} \phi_c, \phi_C \rangle
\]
(4.7)

which, projected in momentum space, translates into the following expression
\[
\mathcal{M}^{(\tau_{DCE})}_{\alpha\beta}(k, k') = \sum_{\gamma=c, C} \int \frac{d^3k}{(2\pi)^3} \mathcal{M}^{(\tau_{SCE})}_{\beta\gamma}(k, k') G(\omega_{\gamma}, \omega_{\alpha}) \mathcal{M}^{(\tau_{SCE})}_{\gamma\alpha}(k, k')
\]
(4.8)

showing that DCE transition amplitude can be expressed as superposition of SCE transition amplitudes
\[
\mathcal{M}^{(\tau_{SCE})}_{\beta\gamma}(k, k') = \sum_{S, T} \int \frac{d^3q_{2}}{(2\pi)^3} K^{(SCE)}_{\beta\gamma}(q_{2}, q_{\beta\gamma}) N^{D}_{\beta\gamma}(q_{2})
\]
(4.9)

and
\[
\mathcal{M}^{(\tau_{SCE})}_{\gamma\alpha}(k, k') = \sum_{S, T} \int \frac{d^3q_{1}}{(2\pi)^3} K^{(SCE)}_{\gamma\alpha}(q_{1}, q_{\gamma\alpha}) \mathcal{N}^{D}_{\gamma\alpha}(q_{1})
\]
(4.10)

The SCE reaction kernels are just the ones introduced within SCE formalism, eq. (3.20), by simply replacing the subscripts \( \beta \rightarrow \gamma, B, b \rightarrow C, c \) in the first SCE transition and \( \alpha \rightarrow \gamma, A, a \rightarrow C, c \) in the second SCE transition, with the dependence on the half - off - shell relative momentum transfer, \( q_{\beta\gamma} = k_{\gamma} - k_{\beta} \) and \( q_{\gamma\alpha} = k_{\alpha} - k_{\gamma} \), respectively, embedded in the integration variable \( q_{1,2} \); likewise SCE distortion coefficients are given by
\[
\mathcal{N}^{D}_{\gamma\alpha}(q_{1}) = \int \frac{d^3r}{(2\pi)^3} \chi_{k_{\gamma}}^{(+)}(r) \chi_{k_{\alpha}}^{(+)}(r) e^{-i2_{\gamma} \cdot r}
\]
(4.11)

which accounts for initial and final state interactions of the first SCE step and by
\[
\mathcal{N}^{D}_{\beta\gamma}(q_{2}) = \int \frac{d^3r}{(2\pi)^3} \chi_{k_{\beta}}^{(-)}(r) \chi_{k_{\gamma}}^{(+)}(r) e^{-i2_{\beta} \cdot r}
\]
(4.12)
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for the second SCE transition. The same conventions adopted for SCE formalism have been used.

Of course, SCE reactions select $T_{1,2} = 1$ isospin channel in both steps, while the spin degrees of freedom can vary, within the constraints due to the angular dependence encoded in the reaction kernels, through the transition form factors, defined in eq. (3.21) of chapter 3; the further constraint over the spin transfer during the whole DCE process (e. g. $S = 0$ for double Fermi or $S = 2$ for double Gamow-Teller transitions) follows directly from the “matching” of the angular terms involved in the two SCE transition form factors.

4.3 Approximations used

To simplify the calculation of heavy ion DCE transition matrix element illustrated above, eq. (4.8), some approximation is needed. In close analogy to double beta decay nuclear matrix elements calculations, two main approximations have been used to calculate heavy ion DCE cross sections: closure approximation and single state dominance. The present PhD thesis focuses on the development of the formalism and the numerical simulations regarding the latter case.

4.3.0.3 Closure approximation

By properly choosing the total energies of the intermediate states (closure energies), appearing in the propagator of eq. (4.8), one can exploit the completeness of the intermediate nuclear states in order to add them all, getting unity, thus realizing the closure approximation [144]. In this way, the intermediate propagator reduces to

$$G(\omega_\gamma, \omega_\alpha) = \frac{1}{M_A + M_a - M_C - M_e + \frac{k_\alpha^2}{2\mu_e} + \frac{k_\gamma^2}{2\mu_\gamma} + i\eta}$$ (4.13)

where the overlined characters indicate the use of properly chosen target and projectile masses in the intermediate channel. In this way, after a
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Proper rearrangement of the spin degrees of freedom involved within the two SCE reactions, the DCE transition form factor becomes [144]

$$F_{\alpha\beta}^{(DCE)}(k, k') = (-1)^{2(S_1 + S_2 - 2)} 
\langle \phi_B | e^{i(q_1 + q_2) \cdot r} \left[ \sigma \right]_{S_1}^{S_2} \left[ \tau_1 \uparrow \tau_2 \downarrow \right] \langle \phi_A | \sqrt{\frac{M_A + M_a - M_C - M_e}{2\mu_a - 2\mu_e}} + \frac{k^2}{2\mu_e} + i\eta \rangle
\langle \phi_B | e^{i(q_1 + q_2) \cdot r} \left[ \sigma \right]_{S_1}^{S_2} \left[ \tau_1 \uparrow \tau_2 \downarrow \right] \langle \phi_A | 
\sum_{m_1, m_2} \langle \phi_B | (S_1, m_1, S_2, m_2| SM) e^{i(q_1 + q_2) \cdot r} \left[ \sigma \right]_{m_1}^{S_1} \left[ \tau_1 \uparrow \tau_2 \downarrow \right] \langle \phi_A | 
\langle \phi_B | (S_1, m_1, S_2, m_2| SM) e^{i(q_1 + q_2) \cdot r} \left[ \sigma \right]_{m_2}^{S_2} \left[ \tau_1 \uparrow \tau_2 \downarrow \right] \langle \phi_A | \rangle
\rangle
(4.14)$$

where in the last line the spin spherical tensors are introduced. This DCE transition form factor is weighted by the second order product of the effective nuclear interaction potentials, each one proportional to the square of (charged) meson - nucleon - nucleon coupling constant, thus playing the role of the effective low - energy Fermi’s coupling constant squared, times the axial/vector coupling constants to the fourth power in weak double beta decays. Moreover, the outgoing leptonic wave functions, contributing to the normalization of $\beta\beta$ nuclear matrix element, are replaced, in heavy ion DCE transition matrix element, by the second order product of the distortion coefficients, which reduces to a simple scaling factor in the limit of zero momentum transfer and considering only $\Delta L = 0$ transitions, as will be illustrated in fig. 6.22, in chapter 6.

Hence, on the one side, closure approximation leads to an interpretation of DCE reactions as one - step processes, described by two - body transition operators, thus making such processes diagrammatically closer to $0\nu\beta\beta$ decay; on the other side, closure approximation does not allow to eliminate the off - shell momentum integral, still involved in the two - body effective local nuclear potential and in the two distortion coefficients, together with the bi - orthogonality problems carried by the latter ones, as one can see from eq. (4.8).

1The main contributions come from $\pi$, $\rho$, $\omega$, $\sigma$ and $\delta$ mesons.
Thus, other approximations have been checked in order to disentangle as much as possible the relation between heavy ion DCE cross section and the corresponding nuclear matrix elements.

### 4.3.0.4 Pole approximation

For simplifying the integral over the off-shell relative momentum, $k_\gamma$, in eq. (4.8), one can note that the main contribution to this integral comes from the pole of the Green function, so that by exploiting Plemelj-Sokhatskij formula

$$\lim_{\eta \to 0} \frac{1}{x \pm i \eta} = \mathcal{P} \left( \frac{1}{x} \right) \mp i\pi \delta(x)$$

and neglecting the principal value of Green function, the propagator can be replaced by

$$G(\omega_\gamma, \omega_\alpha) = -i\pi \delta(\omega_\gamma - \omega_\alpha) = -i\pi \frac{dk_\gamma}{d\omega_\gamma} \delta(k_\gamma - k_\delta)$$

being $k_\delta$ the relative momentum value at the pole, which can be expressed as $k_\delta = \sqrt{2(\mu_\omega \omega_\alpha - M_C m_\Sigma)}$, in non-relativistic energy regime, or $k_\delta = \sqrt{(\omega_\alpha + \mu_\delta - M_C - m_c)^2 - \mu_\delta^2}$, relativistically.

Thus, the two-step DCE transition matrix element becomes

$$\mathcal{M}_{\alpha \beta}^{(r,DCE)}(k_\alpha, k_\beta) = -i\pi \sum_{\gamma = c,b} \int_0^{2\pi} d\varphi_\gamma \int_0^\pi d\theta_\gamma \sin\theta_\gamma$$

$$\int dk_\gamma k_\gamma^2 \mathcal{M}_{\beta \gamma}^{(r,SCE)}(k_\gamma, k_\beta) \delta(k_\gamma - k_\delta) \frac{dk_\gamma}{d\omega_\gamma} \mathcal{M}_{\gamma \alpha}^{(r,SCE)}(k_\alpha, k_\gamma)$$

$$= -i\pi \sum_{\gamma = c,b} \int_0^{2\pi} d\varphi_\gamma \int_0^\pi d\theta_\gamma \sin\theta_\gamma$$

$$k_\delta^2 \mathcal{M}_{\beta \delta}^{(r,SCE)}(k_\delta, k_\beta) \frac{dk_\delta}{d\omega_\delta} \mathcal{M}_{\delta \alpha}^{(r,SCE)}(k_\alpha, k_\delta)$$

Hence, pole approximation allows to eliminate the integral over the modulus of the intermediate-channel relative momentum, but still the integration over all its possible orientations remains to be performed.
4.3 Approximations used

4.3.0.5 Single State Dominance approximation

By assuming that exists an intermediate projectile-target nuclear state giving the main contribution in the sum $\sum_{\gamma=C}$, in eq. (4.17), then single state dominance (SSD) approximation can be used, so that only one term remains in this sum. Thus, heavy ion DCE cross section becomes

$$
\frac{d^2 \sigma}{dE d\Omega} = \frac{E_\alpha E_\beta k_{\beta}}{4(\hbar c)^4 k_\alpha (2J_A + 1)} \frac{1}{(2J_\alpha + 1)} \frac{1}{(2\pi)^6} \mu_\delta^2 k_\delta^2
$$

$$
\sum_{m_a, m_A} \sum_{m_b, m_B} | \sum_\tau d\varphi_\delta \int_0^{2\pi} d\theta_\delta \sin \theta_\delta \mathcal{M}_{\delta\beta}^{(+\text{SCE})} (k_\delta, k_{\beta_\delta}, \theta_\delta) \mathcal{M}_{\alpha\delta}^{(+\text{SCE})} (k_\alpha, k_\delta, \theta_\alpha) |^2
$$

(4.18)

where

$$
\theta_{\delta\beta} = \arccos (\sin \theta_{\alpha\beta} \sin \theta_\delta \cos \varphi_\delta + \cos \theta_{\alpha\beta} \cos \theta_\delta)
$$

(4.19)

so that only the intermediate state angular integration must be performed. The presence of such angular integrals do not allow to separate DCE transition matrix element into the product of two SCE ones.

Moreover, the absorption term ($-iW(r)$) speeds up strongly the convergence of numerical calculations, while the opposite situation is verified in the presence of the source term $+iW(r)$, whose effects are described within $\mathcal{M}_{\delta\beta}^{(+\text{SCE})} (\theta_{\delta\beta})$; in order to skip this problem, one can introduce the normalization matrix element

$$
\tilde{S}_\delta = \frac{1}{(2\pi)^3} \left\langle \tilde{\chi}_\delta^{(-)} | \tilde{\chi}_\delta^{(+)} \right\rangle = \int \frac{d^3 r}{(2\pi)^3} \left( \tilde{\chi}_\delta^{(+)} (r) \right)^2
$$

(4.20)

so that eq. (4.18) becomes, e. g. in non-relativistic energy regime,

$$
\frac{d^2 \sigma}{dE d\Omega} = \frac{E_\alpha E_\beta k_{\beta}}{4(\hbar c)^4 k_\alpha (2J_A + 1)} \frac{1}{(2J_\alpha + 1)} \frac{1}{(2\pi)^6} \mu_\delta^2 k_\delta^2
$$

$$
\sum_{m_a, m_A} \sum_{m_b, m_B} | \sum_\tau d\varphi_\delta \int_0^{2\pi} d\theta_\delta \sin \theta_\delta \tilde{S}_\delta \mathcal{M}_{\alpha\delta}^{(+\text{SCE})} (k_\alpha, k_\delta, \theta_\alpha) \mathcal{M}_{\delta\beta}^{(+\text{SCE})} (k_\delta, k_{\beta\delta}, \theta_{\delta\beta}) |^2
$$

(4.21)
where in the last line the choice of identifying the initial relative momentum $k_\alpha$ with the z-axis is revealed by setting the polar scattering angle related to the first SCE process, $\theta_{\alpha\delta}$, equal to the polar integration variable, $\theta_\delta = \theta_\delta$. Moreover, both SCE transition matrix elements depend only on the polar angle, because azimuthal symmetry is assumed, justified by a possible comparison with data from reactions with unpolarized beams.

Furthermore, from the bi-orthogonality relation (4.6), it follows that the normalization matrix element for $\tilde{\chi}_\delta$ is related to the one for $\chi_\delta$ by the simple relation

$$\tilde{S}_\delta \chi_\delta = \tilde{S}_\delta$$

so that $\tilde{S}_\delta$ can be replaced with $\tilde{S}_\delta/\chi_\delta$ in eq. (4.21). In this way, one can note that the DCE transition matrix element reduces to the product of two SCE transition matrix elements both dealing with absorptive effects, normalized to the distorted waves in the intermediate channel, so that the proper magnitude of the cross section is recovered; this normalization makes complete DWBA two-step DCE cross section calculation equivalent to normalize the cross section obtained through eq. (4.21), without considering $\tilde{S}_\delta$, to the cross section obtained by considering plane waves in the intermediate channel, as shown in chapter 6.

### 4.4 Heavy ion double charge exchange cross section factorization

In chapter 3, heavy ion SCE reaction cross section is factorized, starting from the gaussian shape of SCE radial transition densities and thus transition form factors. This feature, together with the nearly constant trend of the central effective local nuclear interaction potential, as a function of momentum, led to the use of a gaussian reaction kernel. By considering only central effective nuclear interaction potentials in both SCE
processes involved in the two-step heavy ion DCE reaction, one can use gaussian approximation for both SCE reaction kernels; their product still returns a gaussian trend, so that DCE transition matrix element in eq. (4.8) becomes

\[
\mathcal{M}_{\alpha\beta}^{(C,DCE)}(k_{\alpha}, k_{\beta}) = \sum_{\gamma=C,C} \sum_{S_1,S_2} \int \frac{d^3k_{\gamma}}{(2\pi)^3} K_{\gamma\gamma}^{(C,SCE)}(q_{\gamma}) G(\omega_{\gamma}, \omega_{\alpha}) K_{\gamma\gamma}^{(C,SCE)}(q_{\gamma})
\]

\[
\int d^3q_1 \int d^3q_2 \ h_{\gamma\gamma}^{(S_1,T_1)}(q_1, \rho_1) h_{\gamma\gamma}^{(S_2,T_2)}(q_2, \rho_2) \tilde{N}_{\gamma\gamma}(q_2) N_{\gamma\gamma}(q_1)
\]

\[
\approx \sum_{\gamma=C,C} \sum_{S_1,S_2} \int \frac{d^3k_{\gamma}}{(2\pi)^3} U_1 e^{-\frac{1}{2}q_1^2} e^{i\rho_1 \cdot R_1} U_2 e^{-\frac{1}{2}q_2^2} e^{i\rho_2 \cdot R_2} G(\omega_{\gamma}, \omega_{\alpha})
\]

\[
\int d^3q_1 \int d^3q_2 \ h_{\gamma\gamma}^{(S_1,T_1)}(q_1, \rho_1) h_{\gamma\gamma}^{(S_2,T_2)}(q_2, \rho_2) \tilde{N}_{\gamma\gamma}(q_2) N_{\gamma\gamma}(q_1)
\]

(4.23)

In this way, the integrand of the off-shell relative momentum integral factorizes into the second order product of reaction factors, dealing with distortion effects in initial, intermediate and final channels, times a DCE nuclear structure term (which can be related to $2\nu\beta\beta$ decay nuclear matrix element), in turn given by the product of two SCE reaction kernels and an intermediate propagator. Thus, because of sum over all possible intermediate states and the off-shell relative momentum integral, the “exact” factorization of DCE transition matrix element, and consequently of DCE cross section, cannot be reached. Hence, one can assume SSD, so that the sum $\sum_{\gamma=C,C}$ reduces to only one term, but the dependence on $k_{\gamma}$ remains; by using pole approximation, the Green function reduces to a Dirac delta projecting the intermediate relative momentum on-shell, thus allowing to eliminate the radial part of the integral on the relative intermediate-channel momentum, but not the corresponding angular part.

To further simplify calculations, $\sigma_1 \approx \sigma_2 \equiv \sigma$ and $R_1 \approx R_2 \equiv R$ can be assumed, as justified by the shapes of the radial transition densities
for each SCE reaction (see fig. 3.4), and one can focus to the range of small scattering angles, $\theta_{\alpha \beta} \approx 0$, so that eq. (4.19) reduces to

$$\cos \theta_{\delta \beta} \approx \cos \theta_{\delta}$$

(4.24)

To get deeper insight on the effects of optical potentials in the intermediate channel, simulations have been performed first by naively assuming the DCE reaction kernel as simply given by the product of two SCE reaction kernels, fixing the intermediate channel - angular dependence encoded in both, comparing the results obtained by adopting different approximations for the expression of each SCE separation function, and then by using eq. (4.21), implemented (not only in SSD) in a Fortran code (DCEx), developed during the present PhD work. Such results are shown and discussed in chapter 6, together with the other results obtained in the course of this thesis.
Relying on the formalism developed in chapters 3 and 4 for heavy ion SCE and DCE reactions, respectively, the corresponding cross sections, at low beam energy, have been calculated through simulations performed by means of three main codes: HIDEX, FRESCO and DCEx. All these codes need nuclear structure inputs, i.e. projectile and target form factors, in order to calculate the transition matrix element and thus the reaction cross section. To produce such inputs, a sequence of Fortran codes has been used, developed by H. Lenske [101, 106, 145], customized for SCE nuclear reactions, both for light and heavy nuclei and for a wide energy range, working within QRPA nuclear transition densities and by employing the Michigan-3-Yukawa (M3Y) effective local nucleon - nucleon interaction potential. For consistency, the same effective potential has been used in the calculation of the transition form factors, as explained below.
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5.1 Nuclear structure inputs: QRPA transition densities and nuclear interaction potential

Nuclear structure term, viz. the reaction kernel of eq. (3.20) is calculated, in coordinate space, according to the following formalism

\[ K_{\alpha \beta}^{ST}(r, \omega) = \int \frac{d^3q}{(2\pi)^3} \rho_{a \rightarrow b}^{ST}(q, \omega) V^{ST}(q, \omega) \rho_{A-B}^{ST}(q, \omega)e^{iq \cdot r} \]  (5.1)

where \( V^{ST}(q, \omega) \) is the Fourier transform of the local effective nucleus - nucleus interaction potential, discussed in the previous chapters, and

\[ \rho_{a \rightarrow b}(q, \omega) = \langle \phi_b | \sum_{j=1}^{A} O_\lambda e^{iq \cdot r} | \phi_a \rangle \]  (5.2)

is nuclear transition density\(^1\), i.e. the probability amplitude that the initial nucleus transforms, by means of the operator \( O_\lambda \), into the final nuclear system of interest; \( O_\lambda \) is a generic transition operator and \( \omega \) is the total excitation energy of projectile - target system, encoded in nuclear wave functions \( \phi_a/\phi_A \) (\( \phi_b/\phi_B \)) of projectile/target (ejectile/product - nucleus); the operator \( O_\lambda \) for single charge exchange transition represents the spin and isospin components of the operator shown in the first column of tab. 3.1.

5.1.1 Transition densities

Transition densities are calculated according to the Green function formulation of the QRPA, in coordinate space, through the following expression

\[ \rho_{a \rightarrow b}(r, \omega) = \frac{1}{\pi} \text{Im} \int d^3r' G_{\text{RPA}}(r, r', \omega) M_\lambda^*(r') \sqrt{\int d\omega R(\omega, P_\lambda)} \]  (5.3)

\(^1\)All quantities corresponding to the target are indicated by capital subscripts while that for projectile are indicated by lower - case subscripts.
where $\lambda = (S, T)$, as stated above, $G_{RPA}(r, r', \omega)$ is the many-body Green function; $R(\omega, P_\lambda)$ is the nuclear response function associated to the “probe” operator $P_\lambda$, that e. g. for Gamow-Teller transitions, corresponds to the multipole operator in eq. (3.27); $M_\lambda^p(r')$ is an auxiliary external field, used only for computational reasons and is chosen to account for $(S, T)$ properties of the probe function $P_\lambda$.

The response function is calculated according to the expression

$$R(\omega, P_\lambda) = \frac{1}{\pi} \text{Im} \langle 0 | P_\lambda^d G_{RPA} P_\lambda | 0 \rangle$$

so that the poles of the RPA Green function lead to peaks in the response function, thus identifying resonances and other excited nuclear states populated by the transition.

The interacting many-body Green function can be derived from the Dyson equation,

$$G_{RPA}(\omega) = G_0(\omega) + G_0(\omega) V_{res} G_{RPA}(\omega)$$

involving the independent particle Green function, $G_0$, i. e. the Green function corresponding to the mean field (MF) hamiltonian $H_0 = -\sum_i \frac{\hbar^2 \nabla_i^2}{2m} + U_{MF}$ and the residual potential, $V_{res} = V_{NN} - U_{MF}$, introduced in chapter 2, eqs. (2.70) and (2.71). For excitation energies near excited nuclear states, the full RPA Green function propagator, which tends to a Dirac delta, is approximated by a Lorentzian distribution, with a finite width due to the imaginary part of quasi-particle self-energy, accounting for the lifetime the quasi-particle.

For all other excitation energies, Dyson equation is solved recursively, once the free propagator $G_0$ is calculated. In order to evaluate the latter

\[\text{Since the response function in the denominator of (5.3) is calculated using the same auxiliary field, the dependence of the transition density on } M_\lambda \text{ is negligible.}\]

\[\text{Possible non-Lorentzian trends in the response function, near excited nuclear states, are taken into account by using different methods to calculate the integral, in eq. (5.4), in the two energy intervals before and after the given resonance; in particular, in one interval the integral is replaced by its analytical solution, while in the other interval is solved numerically by means of trapezoids method.}\]
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quantity, it is necessary to know nucleons single particle wave functions, which are obtained, separately for protons and neutrons, as eigenfunctions of a potential, given by the sum of a central nuclear (two Woods-Saxon functions shape), a spin-orbit (one Woods-Saxon derivative shape) and a Coulomb term, whose parameters are determined by fitting HFB nuclear energy levels.

According to the formalism shown above, the response functions, i.e., the square modulus of the Fourier transform of the radial transition densities (a part of a factor $2J + 1$, where $J$ is the total angular momentum transfer), have been calculated for the nuclei $^{40}$Ca, $^{40}$Ar, $^{116}$Sn, $^{116}$Cd, $^{18}$O, $^{18}$Ne, $^{20}$O and $^{20}$Ne, chosen to investigate the experiments performed within the NUMEN collaboration [1, 80, 93, 142, 143], as shown in fig.s 5.1–5.8, respectively. The different curves represent nuclear charge exchange transitions, each one characterized by total angular momentum, $J$, and parity, $\pi$. Transitions can be of natural or unnatural parity: the former case is characterized by $\pi = (-1)^J$, while the latter refers to the processes with $\pi = (-1)^{J+1}$; both processes must fulfill the condition $\pi = (-1)^L$, so that natural parity transitions are characterized by $J = L$ and can be realized both for spin-flip ($S = 1$) and non-spin-flip ($S = 0$) processes, while unnatural parity transitions can occur for two values of total orbital angular momentum transfer $L$ ($L = J \pm 1$) and thus they are characteristic of spin-flip ($S = 1$) processes only.

Response function peaks represent excited states of the final nucleus and the magnitude of each peak is related to the probability that such states are populated. QRPA calculations describe pretty well binding energies, density and charge root-mean-square radii and low lying energy states [6], despite some shift in the excitation energy and some spurious (“intruder”) peak, which can be effects of the limited configuration space considered within QRPA calculations and of possible stable nuclear deformations which have not been taken into account (all nuclei
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Figure 5.1: Response functions for $^{40}$Ca nucleus subjected to the action of the $(p \rightarrow n)$ single charge exchange operator $O_{\lambda}$, thus accounting for the transition $^{40}$Ca $\rightarrow ^{40}$K. For details see the text.

are assumed to be spherically symmetric within the codes used). These nuclear structure calculations are customized for nuclei with $J^{\pi} = 0^{+}$ ground state.

Moreover, nuclear structure calculations, which refer only to SCE transitions, have been further constrained by performing a “general” and a “particular” check:

- the “general” check consists in verifying that both Fermi and Gamow-Teller numerical sum rules, for the particular transition under investigation, are in agreement with the corresponding analytical (and model - independent) values expected according to Ikeda’s sum rules, eq. (2.90);

- the “particular” check is based on the comparison between experimental (if available) and numerical strength corresponding to the transition of the initial nucleus to a particular excited state (excitation energy, angular momenta and parity are fixed); in particular,
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Figure 5.2: Response functions for $^{40}$Ar nucleus subjected to the action of the $(n \rightarrow p)$ single charge exchange operator $O_\lambda$, thus accounting for the transition $^{40}$Ar $\rightarrow^{40}$K. For details see the text.

Figure 5.3: Response functions for $^{116}$Sn nucleus subjected to the action of the $(p \rightarrow n)$ single charge exchange operator $O_\lambda$, thus accounting for the transition $^{116}$Sn $\rightarrow^{116}$In. For details see the text.
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Figure 5.4: Response functions for $^{116}$Cd nucleus subjected to the action of the $(n \rightarrow p)$ single charge exchange operator $O_\lambda$, thus accounting for the transition $^{116}$Cd $\rightarrow^{116}$In. For details see the text.

Figure 5.5: Response functions for $^{18}$O nucleus subjected to the action of the $(n \rightarrow p)$ single charge exchange operator $O_\lambda$, thus accounting for the transition $^{18}$O $\rightarrow^{18}$F. For details see the text.
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Figure 5.6: Response functions for $^{18}$Ne nucleus subjected to the action of the $(p \rightarrow n)$ single charge exchange operator $O_\lambda$, thus accounting for the transition $^{18}$Ne $\rightarrow ^{18}$F. For details see the text.

Figure 5.7: Response functions for $^{20}$O nucleus subjected to the action of the $(n \rightarrow p)$ single charge exchange operator $O_\lambda$, thus accounting for the transition $^{20}$O $\rightarrow ^{20}$F. For details see the text.
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Figure 5.8: Response functions for $^{20}$Ne nucleus subjected to the action of the $(p \to n)$ single charge exchange operator $O_{\lambda}$, thus accounting for the transition $^{20}$Ne $\to^{20}$F. For details see the text.

this check has been performed comparing experimentally known Fermi and Gamow-Teller strengths, from beta decays, with the one obtained numerically by integrating the peak of the response function corresponding to the same transition (of course selecting $\Delta L = 0$ contributions only) and then evaluating the corresponding Fermi/Gamow-Teller strength according to the formula [147]

$$I_{E_x}(2J + 1) \frac{g_A^2}{g_V^2}$$

(5.6)

where $I_{E_x}$ represents the value of the integral of the response function peak of interest, the axial and vector coupling constants values used are $g_A = 1.26$ and $g_V = 1$, respectively.

Both the above checks have led to good agreement with Ikeda’s sum rules and experimental strengths, respectively.

Table 5.1 lists the nuclear excited states populated through the SCE transitions considered in the present work, while table 5.2 illustrates the
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<table>
<thead>
<tr>
<th>projectile nucleus</th>
<th>$J^\pi$</th>
<th>$E_x$ [MeV]</th>
<th>target nucleus</th>
<th>$J^\pi$</th>
<th>$E_x$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{18}$O</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
<td>$^{40}$Ca</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
</tr>
<tr>
<td>$^{18}$F</td>
<td>1$^+$</td>
<td>0.0 (g.s.)</td>
<td>$^{40}$K</td>
<td>4$^-$</td>
<td>0.0 (g.s.)</td>
</tr>
<tr>
<td></td>
<td>0$^+$</td>
<td>1.042</td>
<td></td>
<td>2$^-$</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5$^-$</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0$^+$</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1$^+$</td>
<td>2.29</td>
</tr>
<tr>
<td>$^{18}$Ne</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
<td>$^{40}$Ar</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
</tr>
<tr>
<td>$^{20}$O</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
<td>$^{116}$Sn</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
</tr>
<tr>
<td>$^{20}$F</td>
<td>1$^+$</td>
<td>1.057</td>
<td>$^{116}$In</td>
<td>1$^+$</td>
<td>0.0 (g.s.)</td>
</tr>
<tr>
<td></td>
<td>0$^+$</td>
<td>3.526</td>
<td></td>
<td>5$^+$</td>
<td>0.127</td>
</tr>
<tr>
<td>$^{20}$Ne</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
<td>$^{116}$Cd</td>
<td>0$^+$</td>
<td>0.0 (g.s.)</td>
</tr>
</tbody>
</table>

Table 5.1: Nuclei and corresponding excited states considered in both SCE and DCE simulations.

values of the strengths (only Gamow-Teller ones, $B(GT)$, are listed) deduced from beta decay or $(p,n)/(n,p)$ experiments and from the present calculation, for SCE nuclear transitions of interest (in view of DCE calculations).

5.1.2 Effective nuclear interaction potential

In order to take into account the “hard” (due to mesons exchange) nature of charge exchange nuclear interactions, nucleon - nucleon (NN) charge exchange reactions are described by means of an effective local
### 5.1 Nuclear structure inputs: QRPA transition densities and nuclear interaction potential

<table>
<thead>
<tr>
<th>SCE transition</th>
<th>$B(GT)_{\text{num.}}$</th>
<th>$B(GT)_{\text{exp.}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{40}\text{Ca}<em>0^{+\pi} \rightarrow ^{40}\text{K}</em>{12}^{+\pi}$</td>
<td>0.015</td>
<td>0.014 [1]</td>
</tr>
<tr>
<td>$^{40}\text{Ar}<em>0^{+\pi} \rightarrow ^{40}\text{K}</em>{12}^{+\pi}$</td>
<td>1.175</td>
<td>1.03 [1, 153]</td>
</tr>
<tr>
<td>$^{18}\text{O}<em>{0g.s.} \rightarrow ^{18}\text{F}</em>{1g.s.}$</td>
<td>2.86</td>
<td>3.27 [1]</td>
</tr>
<tr>
<td>$^{20}\text{Ne}<em>0^{+\pi} \rightarrow ^{20}\text{F}</em>{11.057}$</td>
<td>0.18</td>
<td>0.161 [150]</td>
</tr>
<tr>
<td>$^{20}\text{O}<em>{0g.s.} \rightarrow ^{20}\text{F}</em>{11.057}$</td>
<td>0.98</td>
<td>1.124 [152]</td>
</tr>
<tr>
<td>$^{116}\text{Sn}<em>0^{+\pi} \rightarrow ^{116}\text{In}</em>{1g.s.}$</td>
<td>0.263</td>
<td>0.256 [151]</td>
</tr>
<tr>
<td>$^{116}\text{Cd}<em>0^{+\pi} \rightarrow ^{116}\text{In}</em>{1g.s.}$</td>
<td>0.27</td>
<td>0.28 [151]</td>
</tr>
</tbody>
</table>

Table 5.2: Gamow-Teller transition strengths from experiments and from the present calculations, for the nuclear SCE transitions indicated in the first column; the experimental Gamow-Teller strengths are shown in the second column, while the ones obtained through the present calculations are listed in the third column.
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Nuclear Michigan-3-Yukawa (M3Y) interaction potential, with strengths parameterized according to [146] and ranges chosen to represent the long-range tail \((1.414 \text{ fm})\) of the One Pion Exchange Potential (OPEP), corresponding to pion exchange, and medium and short-range parts, corresponding to \(\sigma\) \((0.40 \text{ fm})\), \(\omega\), \(\rho\) and \(\delta\) \((0.25 \text{ fm})\) meson exchange. The nucleus-nucleus effective potential in the reaction kernel, eq. (5.1), is then obtained by multiplying the NN one by the kinematical correction factor \(\frac{\epsilon_0}{\epsilon_0^2}\), according to [122], where \(\epsilon_0\) is the total projectile energy, per nucleon, in NN center of mass system, while \(\epsilon_{p/t}\) is the total projectile/target nucleus energy in nucleus-nucleus center of mass system.

Thus, once nuclear transition densities and effective nuclear interaction potential are determined, the reaction kernel can be calculated through the expression (5.1). For consistency, the same M3Y effective nuclear interaction has been used both for QRPA and reaction kernel calculations. Fig. 5.9 show the radial nuclear reaction kernels for single charge exchange transitions in different nuclear systems, involving the nuclei listed in the above subsection, fixing excitation energy, total angular momentum and parity, \(J^\pi\), of both target- and projectile-like final nuclear states, as indicated on the figures.

5.2 Initial and final state interaction inputs: optical potentials

Due to the lack of ion-ion elastic scattering data, both real and imaginary part of the optical potential can be calculated microscopically within the double folding approach:

\[
U_{opt}(r, \omega) = \sum_{\tau=0,1} \int \frac{d^3q}{(2\pi)^3} \rho_a^\tau(q)V_{NN}^\tau(q, \omega)\rho_A^\tau(q)e^{iqr} \quad (5.7)
\]
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Figure 5.9: Radial reaction kernel as a function of the relative nucleus - nucleus distance, \( r \), describing nuclear single charge exchange transitions for different nuclear systems.
scilicet the effective nucleon - nucleon interaction potential, $V_{NN}(q, \omega)$, parameterized according to [146], for $(0, 0)$ and $(0, 1) (S, T)$– channels\(^4\), is folded with projectile and target HFB 1–body ground state mass densities ($\rho^{\text{p}}_{\alpha}(q)$ and $\rho^{\text{n}}_{\alpha}(q)$, respectively)\(^5\), parameterized by means of Fermi distributions, with proton and neutron density parameters from Skyrme systematics. In this way, smoothly- and slowly- energy dependent optical potentials are obtained.

Coulomb potential is calculated by folding the potential of a point-like charge with projectile and target nuclear charge density distributions. Both optical and Coulomb potentials are illustrated in fig. 5.10, for $^{40}\text{Ca} + ^{18}\text{O}$ and $^{116}\text{Sn} + ^{18}\text{O}$ nuclear systems.

At beam energies close to the Coulomb barrier, the double folding model fails in fitting the elastic scattering cross section data [148], overestimating the absorption effects, viz underestimating the probability of peripheral nuclear reactions.

### 5.3 Cross Section calculation: HIDEX, FRESCO and DCEx codes

The following subsections give a brief description of the main codes used in the SCE and DCE cross sections analysis performed during the PhD course, pointing out the importance of optical potentials and above all of nuclear structure inputs, described above.

All the results obtained by means of these codes (mainly HIDEX and DCEx) are shown in chapter 6, dedicated to the discussion of the results obtained.

\(^4\)The spin - dependent parts of the optical potential are neglected, because an unpolarized heavy ion system is considered.

\(^5\)For $(S, T) = (0, 0)$ channel isoscalar mass densities are used, while for $(S, T) = (0, 1)$ channel isovector mass densities are considered.
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Figure 5.10: Potentials describing, as an example, initial state interactions for the two systems $^{40}\text{Ca} + ^{18}\text{O}$ (left column) and $^{116}\text{Sn} + ^{18}\text{O}$ (right column) at 15 $\text{AMeV}$. Coulomb potentials are displayed in the upper panels, while real (green line) and imaginary (red line) part of the optical potentials are shown in lower panels.

5.3.1 HIDEX code

HIDEX [101, 106] is a Fortran code, developed by H. Lenske in ’80s, working within DWBA formalism. The code allows to calculate SCE reaction cross section (in the center of mass reference frame), as a function of the scattering angle, of projectile and target excitation energies\(^6\) (or equivalently as functions of momentum transfer, $q$), together with the angular integrated absorption cross section as a function of total excitation energy and the elastic angular distribution. All cross sections are obtained by means of the corresponding partial wave formalism shown in chapter 2.

\(^6\)The energy of the projectile is fixed, so that faster numerical calculations can be performed.
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To calculate these cross sections, initial and final state interactions must be taken into account; for this purpose, initial and final channel microscopic optical potentials, together with Coulomb potentials, described in the previous section, are used as input for solving the radial Schrödinger equation for partial distorted waves, by means of Numerov’s numerical method and by linking up solutions to incoming/outcoming Coulomb wave functions, asymptotically behaving like spherical waves. Thus, once the radial component of partial distorted waves is determined, they are directly used to calculate elastic cross section, by a proper combination with Clebsch-Gordan coefficients and with Legendre polynomials, accounting for the dependence on the scattering angle, in the center of mass rest frame. The total absorption cross section, accounting for inelastic channels (including compound nucleus ones) other than the one under investigation, is calculated for each target and projectile excitation energy, according to the definition in the first line of eq. (2.69). To calculate reaction cross section, the radial partial distorted waves must be properly folded with the radial reaction kernel, discussed above, and with the factors accounting for the angular momentum and scattering angle dependencies. The radial reaction kernel is given as input to HIDEX code for each target and projectile excitation energy and for each value of the orbital angular momentum transfer involved in the transitions considered.

Calculations can be performed both for light and heavy nuclei and for a wide energy range.

5.3.2 FRESCO code

FRESCO code was developed by I. J. Thompson in the late ’80s [108], employing coupled reaction channel formalism, within DWBA approach [105, 108].

The modified Numerov’s method is used to numerically integrate the
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Schrödinger equation, which is expressed in its coupled form [108, 149]. As a first step (first, or initial, channel), Schrödinger equation is calculated for each partial wave component of the initial channel distorted wave, $\chi_\alpha$,

$$\left[E_\alpha - U_{\text{opt}}^{(\alpha)} + \nabla^2_{\alpha,l}\right] \chi_{\alpha,l} = 0 \quad (5.8)$$

where the centrifugal barrier is encoded within $\nabla^2_{\alpha,l}$; in this way the elastic scattering of projectile off target nucleus is accounted for. As a second step (second channel), initial channel distorted waves thus found, are coupled to the distorted waves in the second channel (exit channel, for collisional SCE reactions) and to the matrix element of the interaction potential (i.e. the transition form factor), accounting for SCE transition,

$$\left[E_\beta - U_{\text{opt}}^{(\beta)} + \nabla^2_{\beta,l}\right] \chi_{\beta,l} = \langle \phi_B, \phi_B | \hat{V}_{\alpha\beta} | \phi_A, \phi_A \rangle \chi_{\alpha,l} \quad (5.9)$$

thus enabling to describe inelastic scattering and its effect on the elastic channel [105]. To calculate two-step DCE nuclear reactions a third coupled equation must be solved, in the same way as for eq. (5.9) (replacing $\beta \rightarrow \gamma$ in the second channel and $\alpha \rightarrow \gamma$ in the third channel).

Hence, once partial wave components of the distorted waves are evaluated, elastic angular distribution is calculated by properly combining partial waves, according with the formalism of chapter 2. Moreover, once the total wave functions are evaluated, the transition matrix element can be calculated and from this the corresponding reaction cross section, for fixed total excitation energy, as a function of the scattering angle, in center of mass rest frame.

For the purposes of this PhD work, results from FRESCO code, kindly provided by research-team Colleagues, has been used to check the dominance of collisional SCE and DCE mechanism over the multi-nucleon transfer processes, involving same initial and final nuclear states, and also to check the validity of the DCE formalism introduced in chapter 4 and the code DCEx, built on such formalism and described in the following
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subsection.

5.3.3 DCEx code

DCEx is a Fortran code developed during the present PhD work and customized for light and heavy ion collisional SCE and DCE reactions, both in relativistic and non-relativistic regime. In particular, heavy ion DCE reactions are treated in the hypothesis of two uncorrelated SCE processes (dSCE), by means of the expression (4.21), in which the intermediate propagator is treated in pole approximation. Cross sections can be calculated as a function of the scattering angle, in the center of mass rest frame, and as a function of total excitation energy. This code simply performs the angular convolution of the two SCE transition matrix elements, i.e. the folding of the SCE reaction kernel with the distorted waves, according to eq. (4.21), taking care of referring all momenta involved in the two SCE processes to the same reference frame, chosen so that its z-axis coincides with the relative initial momentum, \( k_\alpha \). SCE transition matrix elements inputs are produced by HIDEX code and given to DCEx code separately for each excitation energy, for each orbital angular momentum transfer and for each of the corresponding z-projections.

DCEx code calculates dSCE cross section, with the possibility to introduce any projectile/target nuclear state in the intermediate channel, thus allowing to perform calculations within SSD, but also relaxing this approximation. In this sense the code can be used to provide a first check to assess the quality of SSD approximation.
CHAPTER 6

RESULTS

The present chapter shows the simulations performed for heavy ion collisional SCE and DCE reactions, focusing on the reactions under investigation within the NUMEN collaboration, as previously stated. The first studies of the present work have been performed, mainly for the SCE reaction \( ^{40}\text{Ca}(^{18}\text{O}, ^{18}\text{F})^{40}\text{K} \) at 15 AMeV; then, the corresponding DCE reaction, \( ^{40}\text{Ca}(^{18}\text{O}, ^{18}\text{Ne})^{40}\text{Ar} \), and other DCE processes involving \( A = 116 \) nuclei, still for 15 AMeV beam energies have been analyzed.

6.1 Single Charge Exchange simulations

In this section, all the results for heavy ion SCE reactions, at 15 AMeV, are illustrated.

First of all, the effect of the microscopically derived optical potentials have been checked by examining elastic, absorption and SCE reaction cross sections.

Fig. 6.1 shows the ratio between elastic and Rutherford cross sections for the entrance channel of the reaction \( ^{40}\text{Ca}(^{18}\text{O}, ^{18}\text{F})^{40}\text{K} \), for different beam energies, exhibiting that at small momentum transfer the elastic scattering process is nearly purely Coulomb, while the higher the mo-
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Figure 6.1: Elastic to Rutherford cross sections ratio for the system $^{40}$Ca + $^{18}$O as a function of momentum transfer, in the center of mass reference frame; the different curves refer to different beam energies and are obtained through HIDEX simulations [6].

The absorption cross section, as a function of beam energy, exhibits a rapid increase for low energies and a flat behaviour for higher beam energies, as shown in fig. 6.2 for the two reactions $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K and $^{116}$Sn($^{18}$O,$^{18}$F)$^{116}$In. The trend of the absorption cross section is in total agreement with that of the elastic cross section; moreover, the absorption cross section is higher for heavier nuclear systems, except for the value at very low energy, which however is not good because the double folding approach fails in describing nuclear reactions near
Coulomb barrier energies.

![Graph showing absorption cross sections for the reactions $^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}$ and $^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}$ as a function of beam energy [6].](image)

Figure 6.2: Absorption cross sections for the reactions $^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}$ and $^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}$ as a function of beam energy [6].

Most of the simulations shown in the following refer to the SCE reaction $^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}$ only, but the results that come out do not loose in generality, because they are aimed at providing global features of heavy ion collisional SCE processes. Moreover, comparing the absorption cross section and the “complementary” distortion factor as a function of beam energy, shown in the lower panel of fig. 3.8, the slow increase of the distortion factor (lowering of the absorption effects) for increasing beam energy and above all its lowering (stronger absorption) at low beam energies are in contrast with the behaviour of absorption cross section, as shown in fig. 6.2; these aspects reveal that black disk approximation, that only considers the effects of the imaginary part of the optical potential, is too strong for energies close to the Coulomb barrier [6].

According to the formalism illustrated in chapter 3 for heavy ion SCE reactions, the closest resemblance to nuclear beta decays is found in pure
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Gamow-Teller (spin-isospin flipping $J^\pi = 1^+$) and pure Fermi (isospin flipping $J^\pi = 0^+$) excitations; but nuclear reactions via strong interactions allow to explore a wider multipolarity range of nuclear excitations, as stated in the previous chapters, thus giving the opportunity to investigate also the so called “$\beta$-decay forbidden” transitions, referred to as Gamow-Teller-like (spin-isospin flip) and Fermi-like (only isospin flip) excitations. Figs. 6.3 and 6.4 show DWBA cross sections for Fermi-like transitions, as a function of target-like excitation energy and as a function of scattering angle, respectively, while figs. 6.5 and 6.6 illustrate the corresponding observable for Gamow-Teller-like transitions. In both cases, simulations have been performed for the reaction $^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}$, characterized by a $Q-$value of $Q_{\text{val}} = -2.967\,\text{MeV}$, while the complementary SCE reaction $^{40}\text{Ca}(^{18}\text{O},^{18}\text{N})^{40}\text{Sc}$ has not been treated here, in that it is kinematically suppressed, because of its $Q-$value, $Q_{\text{val}} = -28.22\,\text{MeV}$. Gamow-Teller (Fermi) transitions have been obtained by considering the transition leading to the $1^+$ ground state (first $0^+$ excited state) of the ejectile nucleus, $^{18}\text{F}$, and Gamow-Teller-like (Fermi-like) transitions of different multipolarities, populating several excited states of $^{40}\text{K}$, identified by total angular momentum $J$, parity $\pi$ and excitation energy $E_x$. From figs. 6.3 - 6.6, it is straightforward to note that $J^\pi = 0^+$ and $J^\pi = 1^+$ target transitions contribute significantly to the cross section at low excitation energies and dominate at small scattering angles. Still for the global character of the present investigation on heavy ion SCE reactions, only pure Gamow-Teller transitions both in projectile and target nuclei have been focused; in fact the distortion effects, the relation between PWBA and DWBA cross sections together with the existence of a relation between the reaction kernel and beta decay strengths are nearly independent on the multipolarity of the transition, at least at small momentum transfer, as it transpires from SCE formalism, in chapter 3.

Another important feature emerging from the latter plots is that SCE
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Figure 6.3: DWBA SCE cross section for the reaction $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K at 15 $AMeV$, as a function of target-like excitation energy, integrated over the full angular range, for different target multipolarities and considering only (pure) Fermi transition, $J^\pi = 0^+$, for projectile nucleus [6].

Figure 6.4: DWBA SCE angular distribution for the reaction $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K at 15 $AMeV$, for fixed target-like and ejectile excitation energy $E_x = 0$, for different target multipolarities and considering only (pure) Fermi transition, $J^\pi = 0^+$, for projectile nucleus [6].
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Figure 6.5: DWBA SCE cross section for the SCE reaction $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K at 15 AMeV, as a function of target-like excitation energy, integrated over full angular range, for natural and unnatural parity transitions of different multipolarity in the target, considering only (pure) Gamow-Teller transitions, $J^\pi = 1^+$, for the projectile [6].

Figure 6.6: DWBA angular distribution for the SCE reaction $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K at 15 AMeV, fixing $E_x = 0$ both for target-like and ejectile nuclei, for natural and unnatural parity transitions of different multipolarity in the target, considering only (pure) Gamow-Teller transitions, $J^\pi = 1^+$, for the projectile [6].
cross sections, whatever the multipolarity is, are very small (about $4 - 6$ order of magnitude) with respect to the absorption one, this signaling the strongly absorptive character of (low energy) heavy ion reactions, which in turn justifies the use of black disk approximation to get an “effective” simplification of the calculations.

In order to gain information on the contribution of the different ingredients flowing into the SCE reaction cross section, simulations have been performed by probing the effect of each component of the optical potentials. Fig. 6.7 illustrates SCE cross section for $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K reaction, at $15\text{ AMeV}$, as a function of target-like excitation energy, integrated over full solid angle; the different curves have been obtained first in PWBA, i. e. setting optical potential equal to zero, then turning on the components of the optical potential (real, $V(r)$, and imaginary, $W(r)$) and the Coulomb potential and finally in full DWBA. Already at the PWBA level, one can appreciate the main excitation peaks contributing to $J^\pi = 1^+$ transition in the target. Likewise, fig. 6.8 deals with the contribution of Coulomb potential, real and imaginary part of the optical potentials to the angular distribution for the same SCE reaction considered in fig. 6.7, fixing both ejectile and target-like excitation energies to their ground states$^1$.

Moreover, from the latter two figures, it is possible to observe that the cross section decreases when the effect of the Coulomb repulsion is taken into account or increases when considering the contribution of the (attractive) real part of the nuclear optical potential; however, the most striking feature is the strong suppression, by about a factor of $500 - 600$, obtained just taking into account the imaginary part of the optical potential, which essentially brings the cross section down to the value as-

$^1$Note that the $J^\pi = 1^+$ peak in correspondence to target-like ground state, $E_x = 0$ in fig. 6.5, is an intruder peak, because experimentally the ground state of $^{40}$K is a $J^\pi = 4^-$ one. But for the purpose of this first analysis, it is important just to select an excitation energy value corresponding to a peak in the SCE cross section.
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associated with the full DWBA calculation and also lead to a prominent
diffraction pattern, reflecting the size of the absorbing region and above
all strongly resembling the one of full DWBA case. These features indicate
that the DWBA result is mainly explained in terms of strong absorp-
tion effects, as expected in heavy ion reactions, and justifies the strong
absorption approach, viz. the black disk approximation, for modeling
the ion-ion initial and final state interactions.

![Graph](image)

Figure 6.7: Cross sections for $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K reaction, at 15 AMeV, as a function
of target-like excitation energy, for $J^\pi = 1^+$ transition both in projectile
and target nuclei, fixing ejectile excitation energy to its ground state. The
red curve corresponds to PWBA calculations, the black one refers to full
DWBA case, while the other curves are obtained by considering only the
imaginary part of the optical potential (magenta curve), only the real part
of the optical potential (green curve) and only Coulomb potential (blue
curve) [6].

Then, the effect of central and tensor parts of the effective local nu-
clear interaction potential has been analyzed, together with the two or-
bital angular momentum contributions ($L = 0, 2$) leading to $J^\pi = 1^+$
transitions, as shown in figs. 6.9 and 6.10. The latter two plots illustrate
that the central interaction contribution to the angle integrated cross
section and the angular distribution, at small scattering angles, are dom-
inated by the $L = 0$ transition. Considering the tensor component of the
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Figure 6.8: Angular distribution for \(^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}\) reaction, at 15 AMeV, considering \(J^\pi = 1^+\) transition both in projectile and target nuclei and fixing \(E_x = 0\) both in ejectile and target-like nuclei. The red curve corresponds to PWBA calculations, the black one refers to full DWBA case, while the other curves are obtained by considering only the imaginary part of the optical potential (magenta curve), only the real part of the optical potential (green curve) and only Coulomb potential (blue curve) [6].

effective local nuclear interaction potential leads to a slight decrease of the magnitude of the whole PWBA cross section and of the main excitation peaks of DWBA cross section; moreover, tensor interaction causes a shift of PWBA and DWBA angular distribution towards larger scattering angles, particularly evident for PWBA calculations, owing to the dominant role of \(L = 2\) (in this case).

The target mass dependence of the distortion factor provided by BDA, with black disk radius determined through the eikonal approximation (see chapter 3), has been tested by considering SCE reactions involving heavier target nuclei. As shown in fig. 3.7, for target mass numbers \(A = 116\) it is expected a distortion factor smaller, by less than one order of magnitude, with respect to the one found for \(A = 40\); in fact, this trend is in agreement with the distortion factor value obtained by performing the ratio between zero degree DWBA and PWBA cross sections
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Figure 6.9: Cross section for $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K reaction, at 15 AMeV, as a function of target-like excitation energy and integrated over full angular range. The results are obtained by considering $J^\pi = 1^+$ transition both in projectile and target nuclei, considering only central term of SCE effective nuclear interaction potential, for orbital momentum transfer $L = 0$ only (solid lines) and by adding $L = 0$ and $L = 2$ modes (dashed lines); dashed-dotted lines are obtained by considering central and tensor components of SCE effective nuclear interaction potential [6]. Red curves refers to PWBA calculations and the red ones to DWBA case.

Figure 6.10: Angular distribution for the same nuclear reaction and the same conditions of fig. 6.9, fixing excitation energy $E_x = 0$ both for ejectile and target-like nuclei [6].
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Figure 6.11: Cross section for \(^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}\) SCE reaction, at 15 A\(\text{MeV}\), as a function of target-like excitation energy, taking into account only zero degree contributions, considering the transition leading to \(^{18}\text{F}\) ground state and to 1\(^+\) states for \(^{116}\text{In}\). Red curve refers to PWBA calculation while the black one indicates DWBA case [6].

for \(^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}\) reaction, at 15 A\(\text{MeV}\), shown in fig. 6.11.

6.1.1 Testing SCE cross section factorization

The next step of the analysis of SCE reactions consists in a check to assess the quality of the factorized expression of SCE cross section at low beam energies. In light of the previous results, for the sake of simplicity, only central interactions and \(L = 0\) transitions have been taken into account. Within the formalism developed in chapter 3, the angular momentum dependence of the radial transition densities, eq. (3.24), implies that they can be interpreted as the multipole components of the corresponding reaction kernel, eqs. (3.20), (3.21); thus, by assuming gaussian transition densities and considering only their \(L = 0\) components is equivalent to consider only the monopole term in the multipole expansion of the gaussian reaction kernel. Fig. 6.12 illustrates the comparison between the monopole component of the reaction kernel calculated within
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Figure 6.12: Monopole component of the reaction kernel, by using its factorized expression, eq. (3.32), (dashed lines) and without performing factorization (solid lines). The different colours refer to different values of momentum transfer, \( q_{\alpha\beta} \), [6].

its factorized expression, eq. (3.32), where only the monopole term of the multipole decomposition of the separation function, eq. (3.43), has been taken into account, and its expression obtained relaxing any factorization hypothesis, just determined by performing the Fourier-Bessel transform of the corresponding gaussian in coordinate space (obtained by folding projectile and target radial transition densities, as illustrated in fig. 3.4). The different colours in fig. 6.12 refer to different values of momentum transfer, \( q_{\alpha\beta} \): one can note that for small momentum transfer, \( q_{\alpha\beta} \approx 20 \text{ MeV} \), (black curves) the two curves overlap, i.e. the factorized expression for the reaction kernel works quite well; the curves start to separate, thus becoming distinguishable, for higher momentum transfer (red curves) and are very different for \( q_{\alpha\beta} \approx 100 \text{ MeV} \). As a further check, the validity of the factorized expression for SCE cross section has been provided by analyzing the trend of the monopole component of the transition matrix element square modulus as a function of momentum transfer, \( q_{\alpha\beta} \), in PWBA, DWBA and within factorized formulas,
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Figure 6.13: Comparison among SCE monopole component of the square modulus of transition matrix element, i.e. the cross section in arbitrary units, in PWBA (black line), full DWBA (red line) and Gaussian BDA, for two different approximations of the reaction kernel [6].

adopting different degrees of approximation of the separation function (see fig. 6.13): the small momentum transfer limit, eq. (3.43), (green curve) and by assuming $h_{\alpha\beta}(q, R) = e^{-\frac{1}{2}q^2\sigma^2}j_0(qR)$ (blue curve). As expected, the latter case leads to the same trend obtained in PWBA, just reduced by a multiplicative factor, while the dependence on the momentum transfer is evident in the narrower diffraction patterns of green and full DWBA curves; in particular, the changes in the diffraction pattern between PWBA and DWBA cases strongly resembles the ones observed in the complete HIDEX calculations. The main result emerging from fig. 6.13 is that blue, green and red curves coincide, scilicet the factorized expression for SCE cross section works, up to a momentum transfer $q_{\alpha\beta} \leq 25 - 30 \, MeV$, as observed for the reaction kernel, in fig. 6.12. Simulations are illustrated in figs. 6.12 - 6.13 for $^{40}\text{Ca}^{18}\text{O,}^{18}\text{F}^{40}\text{K}$ (but the same results hold for heavier nuclear systems, by properly changing the parameters of the gaussian reaction kernel).
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Once outlined the main features of low energy heavy ion SCE reactions, we have moved on to the study of heavy ion DCE reactions, within the same energy range as for SCE ones. As stated in the previous chapters, the focus has been placed on the formalism describing DCE processes as a tree-level convolution of two uncorrelated SCE reactions (dSCE).

6.2.1 Towards dSCE simulations: the two uncorrelated SCE reactions

In view of the study of heavy ion DCE reactions, within their interpretation in terms of two uncorrelated SCE processes, complete HIDEX calculations have been performed for six spin-isospin flipping $J^\pi = 1^+$ SCE transitions, relaxing the above simplifications, i.e. by considering both central and tensor components of the effective nuclear interaction potential and all orbital angular momentum contribution to the given transition. Fig.s 6.14 – 6.16 show HIDEX simulations of SCE cross sections at forward scattering angles, for the reactions under study within the NUMEN collaboration [80] $^{40}$Ca($^{18}$O,$^{18}$F)$^{40}$K($^{1+}_{2,20}$) and $^{40}$K($^{1+}_{2,20}$)($^{18}$F,$^{18}$Ne)$^{40}$Ar, $^{116}$Sn($^{18}$O,$^{18}$F)$^{116}$In and $^{116}$In($^{18}$F,$^{18}$Ne)$^{116}$Cd, $^{116}$Cd($^{20}$Ne,$^{20}$F($^{1+}_{1,057}$))$^{116}$In and $^{116}$In($^{20}$F($^{1+}_{1,057}$),$^{20}$O)$^{116}$Sn, where the subscripts refer to the experimental energy (MeV) of the excited state studied, while the absence of subscripts implies that ground state is considered.

In all the three latter plots, solid curves represent forward angular distributions for the SCE nuclear reactions constituting the first step of a DCE process, scilicet the exit channel of each of these SCE reactions acts as intermediate channel of the corresponding DCE process and is also used as the entrance channel of the second step SCE reactions, whose
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angular distributions are indicated by the dashed curves of figs. 6.14 - 6.16. Moreover, each of these plots contain PWBA and DWBA cross sections. The calculations of physical interest are the DWBA ones; PWBA simulations can be used to perform the ratio of DWBA to PWBA cross sections at $\theta = 0^\circ$, evaluating in this way the distortion factor, which is relevant for extracting the square modulus of nuclear matrix element from cross section measurements. The simulations in figs. 6.14 - 6.16 confirm the mass-dependent trend of the distortion factor, thus pointing out its general character. Referring to the latter figures, one can also note that SCE reaction cross section is smaller for heavier systems\(^2\), according to the absorption cross section trend\(^3\) and further confirming the

\(^2\)This is consequently true also for DCE reactions (see the sections below).

\(^3\)Absorption cross section for \(^{116}\text{Cd}(^{20}\text{Ne},^{20}\text{F})^{116}\text{In}\) have not been shown, because trend and magnitude are nearly the same of that for \(^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}\); similarly,
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Figure 6.15: PWBA and DWBA SCE angular distributions, for the two reactions $^{116}\text{Sn}(^{18}\text{O},^{18}\text{F})^{116}\text{In}$ and $^{116}\text{In}(^{18}\text{F},^{18}\text{Ne})^{116}\text{Cd}$, considering both nuclei in the exit channel in their ground states. This two processes have been exploited to determine dSCE cross section for the nuclear reaction $^{116}\text{Sn}(^{18}\text{O},^{18}\text{Ne})^{116}\text{Cd}$. Simulations are performed by assuming a beam energy of 15 AMeV.

Mass-dependence of the distortion factor. The magnitude of reaction cross sections is of course strongly influenced by the nuclear structure of the reacting ions, by means of the reaction kernel. For instance, for the reaction $^{40}\text{Ca}(^{18}\text{O},^{18}\text{F})^{40}\text{K}$, starting from a doubly magic nucleus ($^{40}\text{Ca}$), the latter is lower than that for $^{40}\text{K}(^{18}\text{F},^{18}\text{Ne})^{40}\text{Ar}$, involving no magic nuclei (see fig. 5.9, in chapter 5); the same considerations hold for the $Q$-value of the reaction, much more negative in the former case than in the latter. On the contrary, the radial reaction kernels of the heavier systems are of the same order of magnitude, because no doubly magic nucleus is involved in the reaction processes considered, so that the absorption cross sections for the “second step” SCE reactions have not been shown too, because trends and magnitudes are nearly the same of the corresponding “first step” SCE processes.
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![Graph showing PWBA and DWBA SCE angular distributions](image)

Figure 6.16: PWBA and DWBA SCE angular distributions, for the two reactions $^{116}$Cd($^{20}$Ne,$^{20}$F)$^{116}$In and $^{116}$In($^{20}$F,$^{20}$O)$^{116}$Sn, successively used to evaluate the cross section for the dSCE process $^{116}$Cd($^{20}$Ne,$^{20}$O)$^{116}$Sn. Simulations are performed by assuming a beam energy of 15 AMeV.

Different magnitudes of the corresponding cross sections are mainly due to kinematics.

### 6.2.2 Heavy ion dSCE simulations

By means of the above SCE calculations, dSCE reaction cross sections have been determined, according to the formalism discussed in chapter 4. Figs. 6.17 - 6.19 show simulations performed by means of DCEX code, assuming SSD, for the low energy collisional DCE reactions $^{40}$Ca($^{18}$O,$^{18}$Ne)$^{40}$Ar, $^{116}$Sn($^{18}$O,$^{18}$Ne)$^{116}$Cd and $^{116}$Cd($^{20}$Ne,$^{20}$O)$^{116}$Sn, respectively. In particular, the first heavy ion DCE reaction has been obtained by convoluting the transition matrix elements relative e. g. to the
two $J^\pi = 1^+$ SCE reactions (Gamow-Teller-like)

\[  {}^{40}{\text{Ca}}(^{18}{\text{O}}, {}^{18}{\text{F}})^{40}{\text{K}}_{1^+} \quad \text{(I step)} \]

\[  {}^{40}{\text{K}}_{1^+} (^{18}{\text{F}}, {}^{18}{\text{Ne}})^{40}{\text{Ar}} \quad \text{(II step)} \]

considering only the SCE transition leading to the ground state of $^{18}\text{F}$ and the first $1^+$ excited state of $^{40}\text{K}$, at $E_x = 2.29\text{ MeV}$, in the intermediate channel; the latter nuclear state has been chosen, instead of that at $2.7\text{ MeV}$, characterized by an experimental higher Gamow-Teller strength, because QRPA calculations give a response function, associated to $J^\pi = 1^+$ and $L = 0$ transitions, with only one peak in the region between these two energies and this is also the first “true” (i.e. not intruder) peak, so that it has been identified with the first $1^+$ excited state. Similarly, fig. 6.18 show DCEx simulations for the reaction $^{116}\text{Sn}(^{18}\text{O}, {}^{18}\text{Ne})^{116}\text{Cd}$ obtained by folding the SCE processes

\[  {}^{116}\text{Sn}(^{18}\text{O}, {}^{18}\text{F})^{116}\text{In} \quad \text{(I step)} \]

\[  {}^{116}\text{In}(^{18}\text{F}, {}^{18}\text{Ne})^{116}\text{Cd} \quad \text{(II step)} \]

considering the $1^+$ transition leading to the ground state both in ejectile and target-like nuclei in both SCE processes. In the same way, fig. 6.19 illustrates simulations for $^{116}\text{Cd}(^{20}\text{Ne}, {}^{20}\text{O})^{116}\text{Sn}$ DCE reaction involving

\[  {}^{116}\text{Cd}(^{20}\text{Ne}, {}^{20}\text{F})^{116}\text{In} \quad \text{(I step)} \]

\[  {}^{116}\text{In}(^{20}\text{F}, {}^{20}\text{Ne})^{116}\text{Sn} \quad \text{(II step)} \]

$1^+$ SCE transitions leading to $^{116}\text{In}$ ground state and to the first excited state of $^{20}\text{F}$, at $1.057\text{ MeV}$, in the first step, and to ejectile and target-like ground states, in the II SCE step.

All these three heavy ion DCE reactions have been performed considering projectile nuclei with a kinetic energy of $15\text{ AMeV}$ (according to NUMEN experiments). The quality of the above dSCE calculations obtained through DCEx code has been confirmed by simulations performed with FRESCO code\textsuperscript{4} [108], represented by solid curves in fig. 6.17 for the pilot reaction $^{40}\text{Ca}(^{18}\text{O}, {}^{18}\text{Ne})^{40}\text{Ar}$, for PWBA and DWBA cases.

\textsuperscript{4}Courtesy of Dr. S. Burrello and Dr. J. A. Lay.
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Figure 6.17: DCE cross section for $^{40}$Ca($^{18}$O,$^{18}$Ne)$^{40}$Ar at $E_{lab} = 15$ AMeV, obtained within the framework of two uncorrelated SCE processes (dSCE). The solid curves are obtained by performing FRESCO simulations, while the dashed ones are obtained through the new DCE code; in particular, black curves refers to PWBA case, the solid red line refers to the complete, DWBA, case, while the dashed red curve refers to the folding of the two DWBA SCE cross sections (i.e. in the intermediate channel, $W(r)$ appears always negative); finally, the dashed blue curve is obtained by using plane waves in the intermediate channel and the magenta one is obtained by scaling the dashed red curve for reproducing the order of magnitude of the dashed blue curve.

Referring to the latter three figures, one can note that the distortion factor in the DCE processes, described through the dSCE reaction mechanism within SSD, is higher than the product of the distortion factors of the two SCE events, so that the absorption effects do not act twice, i.e. the effects of the absorption potentials partially compensate each other, due to the constructive interference among distorted waves in the intermediate channel. The compensating effect is not fully achieved, as
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![Graph](image)

Figure 6.18: dSCE cross sections for $^{116}$Sn$(^{18}$O,$^{18}$Ne)$^{116}$Cd DCE reaction. Black curve refers to PWBA case, the red one to DWBA calculations, obtained simply by folding two SCE transition matrix elements (from HIDEX code), the blue one to calculations performed by assuming plane waves in the intermediate channel and, finally, the magenta curve represents the DWBA cross section normalized to the blue curve, scilicet obtained through eq. (4.21).

one can see comparing the calculations obtained by assuming plane waves in the intermediate channel (thus mimicking a perfect compensation of distortion effects) with the full DWBA ones (FRESCO and DCEx codes).

Moreover, in fig. 6.17 it is shown that the DCE cross section obtained by using plane waves in the intermediate channel (dashed blue line) allows to recover the order of magnitude of the complete (DWBA) case, represented by the solid red curve.

As expected, dSCE cross section magnitude is smaller than SCE one, showing that a dSCE process is rarer than a SCE one, because the former is a process of higher order (in transition matrix element) with respect to the latter. Of course, this argument is anything but straightforward.
Figure 6.19: dSCE cross sections for $^{116}\text{Cd}(^{20}\text{Ne},^{20}\text{O})^{116}\text{Sn}$ DCE reaction. Black curve refers to PWBA case, the red one to DWBA calculations, obtained simply by folding two SCE transition matrix elements (from HIDEX code), the blue one to calculations performed by assuming plane waves in the intermediate channel and, finally, the magenta curve represents the DWBA cross section normalized to the blue curve, scilicet obtained through eq. (4.21).

for DCE processes described in terms of two correlated SCE reactions, which are still under study [5].

In order to improve DCE calculations, SSD hypothesis has been relaxed and more than one state has been considered in the intermediate channel, this leading to increasingly large dSCE cross sections, as can be seen e. g. for $^{40}\text{Ca}(^{18}\text{O},^{18}\text{Ne})^{40}\text{Ar}$, in fig. 6.20, with diffraction patterns arising from the coherent superposition of transition matrix elements for the different multipolarity transitions. The nuclear states in the intermediate channel have been chosen according to the value of the corresponding cross sections, strongly influenced by the $Q-$value of the SCE processes populating that intermediate channel and by shape and
magnitude of the transition form factors involved, so that the magnitude of dSCE cross section turns out to be very sensitive to nuclear structure calculations, as expected. In particular, adding more than one intermediate state shows that only few nuclear states really contribute to the reaction cross section.

Figure 6.20: Comparison between DCE cross sections, for $^{40}$Ca($^{18}$O,$^{18}$Ne)$^{40}$Ar reaction, at 15 AMeV, obtained by considering only $^{40}$K($1^+$, 2.3 MeV) $^{18}$F($1^+$, g.s.) (dashed lines) and adding $^{40}$K($0^+$, 1.64 MeV) $^{18}$F($0^+$, 1.04 MeV) to the former state (squares + solid line), in full PWBA (black lines), DWBA obtained without considering the normalization matrix element, S, (red curves) and by considering plane waves in the intermediate channel (blue lines). Magenta curve refers to the complete DWBA case, obtained by normalizing the red curve (squares + solid line) to the magnitude of the blue one (squares + solid line).

The introduction of the $5^+$ excited state of $^{116}$In at 0.1273 MeV, interesting because experimentally decaying $\beta^-$ [154], in the intermediate
channel of the reactions $^{116}\text{Sn}(^{18}\text{O},^{18}\text{Ne})^{116}\text{Cd}$ and $^{116}\text{Cd}(^{20}\text{Ne},^{20}\text{O})^{116}\text{Sn}$, does not lead to any significant contribution to the corresponding dSCE reaction cross sections and for this reason these results are not shown here.

Finally, fig. 6.21 shows preliminary calculations performed for all the DCE reactions, previously treated in SSD, by assuming closure approximation, so that all possible intermediate nuclear states are taken into account, in opposition to the SSD hypothesis. These preliminary results are obtained through HIDEX code, assuming the 2-body reaction kernel as given by the product of the propagator, evaluated at a constant intermediate energy of about 4 MeV, and two 1-body reaction kernels, properly weighted through Clebsch-Gordan coefficients, in order to account for angular momentum combinations, matching the angular momenta of the final channel; in particular, the total energy of the intermediate channel (closure energy) has been selected as the one corresponding to the mean value of the integrand of the off-shell relative momentum integral in eq. (4.8), which is in turn roughly given by the energy allowing to recover half of the transition strength.

The dSCE mechanism in closure approximation is the most interesting case, in that it resembles the Majorana, one-step mechanism, even if in Majorana-like one-step processes other contributions can occur, which can enhance or lower the DCE reaction cross section. Comparing the above preliminary closure approximation results with the ones obtained assuming SSD, one can note that the trend of all the above three DCE angular distributions is nearly the same; moreover, the distortion factor for the nuclear reaction $^{40}\text{Ca}(^{18}\text{O},^{18}\text{Ne})^{40}\text{Ar}$, treated within SSD (dSCE), is of the same order of magnitude as the one from closure approximation calculations, while for the other two reactions, involving heavier nuclei, SSD calculations give a distortion factor smaller than the one obtained from simulations within closure approximation. Furthermore, the closure
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approximation (cDCE) cross sections are from 2 to 3 orders of magnitude greater than the corresponding dSCE ones, depending on the Q-value and on projectile and target masses and transition densities characterizing the reaction, thus bringing hope to neglect the competing dSCE mechanism in favor of the one mimicking Majorana-like processes.

6.2.3 Some insight on possible full dSCE cross section factorization

The dSCE mechanism makes heavy ion DCE reactions very close to $2\nu\beta\beta$ decays, even though different intermediate nuclear states and momenta can be involved in the two processes. As stated in the previous chapters, to extract the nuclear matrix element (embedded into the reaction kernel) it is necessary to factorize heavy ion DCE reaction cross
section into the product of a nuclear reaction term and a nuclear structure term, with the aim to provide a proportionality relation between the latter observable and the nuclear matrix element. In chapter 4, we have shown that it is anything but straightforward to provide such proportionality relation, because of the integral over the off-shell relative momentum involved in the intermediate channel, which is not completely removed even assuming Gaussian SCE reaction kernels, pole approximation and SSD, thus leaving a partially-factorized expression for dSCE cross section.

To assess the quality of the partially-factorized dSCE formalism thus developed, simulations have been performed by naively describing dSCE reaction kernel as simply given by the product of the only monopole component of the two SCE Gaussian reaction kernels and fixing their intermediate channel-angular dependence, so that a fully-factorized expression for dSCE cross section has been in fact implemented. In the same vein of SCE simulations shown in fig. 6.13, the square modulus of the dSCE transition matrix element, thus obtained, has been studied as a function of momentum transfer, as illustrated in fig. 6.22, for the DCE reaction $^{40}$Ca($^{18}$O,$^{18}$Ne)$^{40}$Ar, interpreted as combination of the same two SCE nuclear reactions considered in the calculations performed in SSD. The different curves in fig. 6.22 refer to DCE transition matrix elements calculated by using the same approximations displayed in fig. 6.13 for each of the two SCE reaction kernels. These simplified dSCE calculations well reproduce the diffraction pattern of the angular distribution, which presents narrower minima passing from PWBA to DWBA calculations, and the ratio between DWBA and PWBA cross section at zero degrees, i.e. the distortion factor, as compared to DCEx and FRESCO simulations (fig. 6.17).

Comparing dSCE simulations in fig. 6.22 with the analogous SCE ones (fig. 6.13), one can also note that the former are characterized by
a distortion factor greater (stronger absorption\textsuperscript{5}) than the one of each SCE reaction, even if smaller than the product of the distortion factors of the two SCE component processes; for this simplified calculations the latter effect is merely related to the reaction kernels used, in that the intermediate channel has been neglected, so that it does not affect the dSCE distortion factor for this simple simulations; of course, the absence of the intermediate angular integration in the DWBA dSCE curve of fig. 6.22 leads to a trend different from the one of DWBA dSCE complete calculations (fig. 6.17).

Moreover, similarly to SCE calculations, comparing the red curve with the green and blue curves, one can note that these three functions overlap up to \(q_{\alpha\beta} \approx 25 - 30 \text{ MeV}\), thus defining a range of values of (DCE) momentum transfer within which the above na"ively fully factorized calculation for heavy ion dSCE cross section (and a fortiori the partially -

\textsuperscript{5}More processes that remove the probability flux from the elastic channel.

Figure 6.22: Comparison among dSCE monopole component of the square modulus of transition matrix element, i. e. the cross section in arbitrary units, in PWBA (black line), full DWBA (red line) and for two different approximations of the gaussian reaction kernel, within BDA, corresponding (same colours are used) to the product of the SCE transition matrix elements obtained in the cases illustrated in fig. 6.13.
factorized one, implemented in DCEx code) works quite well. In this way, an approximate proportionality relation is provided between dSCE reaction cross section and the corresponding nuclear matrix element, which in turn can only approximately be expressed as the product of two SCE ones.

6.3 Preliminary comparison with data

In order to perform a (preliminary) comparison with experimental data, it is important to stress that for SCE processes the collisional mechanism dominates the sequential one for high beam energies, \( E_{\text{beam}} \gtrsim 100 \text{ AMeV} \), as provided by Lenske et al. for the nuclear reaction \(^{12}\text{C}(^{12}\text{C},^{12}\text{N})^{12}\text{B}\) [101], whatever the angular momentum transfer is, while for heavier systems at intermediate and low energies\(^6\) SCE reactions dominate for small angular momentum transfer [81], while sequential mechanisms are suppressed with respect to direct DCE ones, because the former represent higher order processes, since their contributions are at least of the 4th order in transition matrix element.

Once checked the quality of the formalism developed to describe heavy ion SCE and dSCE reactions, at low energies, together with approximations used to factorize charge exchange cross sections, one can move to perform a comparison with the experimental data, in order to extract SCE and dSCE nuclear matrix elements. It is important to stress that such factorization is independent of the nuclear structure model adopted, because it lays down its basis simply on the direct nature of charge exchange processes; what changes is the value of the parameters in the gaussian reaction kernel together with the magnitude of the transition densities, and thus of the cross section.

Hence, both SCE and DCE cross sections can be influenced by the

\(^6\)This is the range of interest for the experiments performed within the NUMEN collaboration.
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nuclear structure peculiarities of the nuclei involved in the transition; the
diffraction pattern is also influenced by the imaginary part of the optical
potential used, so that the availability of elastic cross section data plays
a crucial role in the comparison of charge exchange reaction calculations
with the experimental charge exchange cross sections.

Fig. 6.23 shows a preliminary comparison with the data, obtained
from experiments performed by the NUMEN collaboration, for the pilot
SCE reaction $^{40}$Ca$(^{18}$O,$^{18}$F)$^{40}$K. The energy range $[0.7, 1.4]$ MeV has
been set, because in this interval the experimental energy spectrum [80]
presents two peaks that can be identified with the transitions to the $2^-$
and $5^-$ excited states of $^{40}$K at 0.8 and 0.891 MeV, respectively, indicated
in the legend.

![Figure 6.23: Angular distribution within $[2^\circ, 4^\circ]$ range, for the SCE reaction $^{40}$Ca$(^{18}$O,$^{18}$F)$^{40}$K, integrated over the total excitation energy range $[0.7, 1.4]$ MeV, compared to the experimental data [155]. Calculations include some of the excited states of both $^{18}$F and $^{40}$K populated within such energy range.](image)

165
The plot also shows other transitions characterized by a total (projectile + target) excitation energy falling within the interval of interest. One can immediately note that the main contribution within this energy interval comes from the lowest multipolarity transition involved, i.e., the one populating the $2^-$ excited state of $^{40}$K. All these angular distributions are obtained by integrating each HIDEX SCE reaction cross section with respect to the proper target-like excitation energy range. In order to take into account the different ejectile excitation energies involved in these transitions, the sum of the above cross sections have been properly weighted by ejectile excitation energy range, thus getting the black curve in fig. 6.23. The latter shows a clear diffraction pattern, in contrast to the quite smooth trend of data. This reveals that some interference with other competing transitions may attenuate the diffraction pattern of the angular distribution at forward angles. Possible sources of discrepancy are represented by the optical model potentials, coming from microscopic calculations, and by the limitations of the nuclear structure model used. In this sense calculations must be improved, by fitting optical potential parameters with the experimental elastic cross section, once available, and checking the effect of different nuclear structure models on shape and magnitude of the cross section. Considering the state-of-art of the calculations we consider satisfactory that SCE simulations already allow to reproduce the magnitude of the data.

DCE cross section data [1] also show a smooth trend, which is steeper for $\theta_{CM} \lesssim 6$ deg than for larger scattering angles; this behaviour could indicate the dominance of a given DCE mechanism at small angles and of another one for higher angular values or one low multipolarity (because of the peak at small scattering angles) transition at forward angles and higher multipolarity transitions for larger scattering angles. Unfortunately, the state-of-art of the theoretical framework of DCE reactions is still in its infancy, so that the above interpretations of DCE data are
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merely speculative.

A very preliminary comparison with DCE experimental results is shown in fig. 6.24, where one can see that the dSCE angular distribution obtained by considering two low momentum transfer nuclear states in the intermediate channel, $^{18}\text{F}_{g.s.} + ^{40}\text{K}(1^+, 2.29\,\text{MeV})$ and $^{18}\text{F}_{g.s.} + ^{40}\text{K}(0^+, 1.64\,\text{MeV})$, that should be the ones giving the main contributions in the intermediate channel of dSCE processes, underestimates experimental results by about a factor of 100, while the magenta curve obtained within closure approximation allows to recover the order of magnitude of the data, but not the trend.

![Figure 6.24: DCE angular distribution data [1] for the pilot reaction, compared with dSCE calculations including two dominant states in the intermediate channel (red line) and with a preliminary calculation of DCE cross section in closure approximation (magenta curve).](image)

As in the case of the SCE cross section, the differences in the diffraction pattern may be caused by the choice of the optical potentials (now considering also that involved in the intermediate reaction channel), still derived microscopically because of the absence of DCE elastic scattering.
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data. A further complication is related to the two possible mechanisms describing a DCE nuclear reaction: calculations within SSD underestimate the data by about a factor of 100, which could be recovered by considering the contributions of different excited states of both projectile-like and target-like nuclei in the intermediate channel, but this is still under study; closure approximation simulations need also further improvement in the calculation of the corresponding cDCE reaction kernel, hoping to reproduce also the trend of the experimental results.
CONCLUSIONS

Summarizing, the present PhD work has been dedicated to the study of heavy ion charge exchange reactions, focusing in particular on the range of low energies, which up to now lacks of a theoretical framework.

The main goal of the present thesis is just represented by the formulation of a theory describing both single and double charge exchange heavy ion reactions in the energy range mentioned above. This target has been reached by providing an elegant and simple extension of the ‘80s and ‘90s formalism developed by Taddeucci for \((p, n)\) reactions to heavy ion single and double charge exchange processes, at low and intermediate energies; moreover, factorization of both single and double charge exchange cross sections into the product of a reaction and a nuclear structure term has been reached, starting from the simple assumption of nuclear surface peaked gaussian reaction kernels, that is supported by the direct nature of charge exchange nuclear reactions. All calculations have been performed within the DWBA formalism.

First of all, a study of the influence of the different optical potential components to the single charge exchange heavy ion cross section has been checked, together with the role of central and tensor components of the effective nuclear interaction potential [6], in order to have under con-
Conclusions

trol single charge exchange reactions. This is particularly important also because SCE reactions constitute the basic processes in terms of which heavy ion double charge exchange reactions can be explained. In this way, we noted that at low and intermediate energies, heavy ion reactions are dominated by central interactions and low angular momentum transfer at forward scattering angles while higher angular momenta and tensor interaction start to give significant contribution at larger scattering angles, as expected. Finally, the dominant role of the absorption effects has been confirmed.

Once got deeper insight into the different elements taking part to the single charge exchange reaction cross section, a study of low energy heavy ion DCE reactions has been performed within the hypothesis of two-step process. Then a code has been developed, DCEx, through which it has been possible to simulate dSCE reactions proceeding via SSD and then considering more than one nuclear state in the intermediate channel in order to assess the quality of SSD assumption; in this way, it has been evidenced how dSCE reactions strongly depend on the nuclear structure features.

Moreover, very preliminary calculations have been performed for low energy heavy ion DCE reactions within closure approximation, by means of HIDEX simulations by employing naive 2-body operators.

Finally, once noted that the radial SCE transition densities can be nicely fitted by gaussians peaked at the nuclear surface, as expected for direct reactions, it has been developed a simple model of cross section factorization, depending on parameters related to the features of the optical potential (reaction part) and to magnitude and shape of the transition densities (nuclear structure part), the latter being proportional to $\beta$ (single charge exchange) and $2\nu\beta\beta$ decay strengths. The factorization procedure thus obtained is valid independently of the nuclear structure model adopted, in that changes in nuclear structure only lead to varia-
Conclusions

tions of the values of the parameters of the gaussian reaction kernel. The factorization framework developed can be extended to dSCE processes, because they are still direct reactions, simply tuning the value of the parameters appearing in the gaussian reaction kernel.

An analytical expression of the whole reaction cross section has been derived within the black disk approximation, justified by the dominance of absorption effects in heavy ion reactions.

Within such a context, cross section factorization procedure, provided in the present work, is exact for zero linear momentum transfer, but it has been tested that it works pretty well for momentum transfer values less than $25 - 30 \text{ MeV}$, both for single and double charge exchange reactions.

Simulations have been performed for nuclear systems investigated by the NUMEN collaboration, by using HIDEX and DCEx codes. It should be noticed that the latter code, fully developed within the present thesis work, has been tested by comparisons with FRESCO simulations, kindly provided by Seville University colleagues, who moreover have provided the conditions under which the contribution from transfer reactions, mimicking the channel under study, can be neglected.

The validity of the black disk hypothesis has been tested for different beam energies, finding that such approximation takes into account pretty well the strong absorption effects in heavy ion nuclear reactions for energies greater than about $10 \text{ AMeV}$, while starts to fail for beam energies close to the Coulomb barrier, overestimating absorption effects. Through this approximation it has been obtained a distortion factor strongly decreasing with the target mass and mildly increasing with the beam energy (both for single and double charge exchange processes).

A preliminary comparison with experimental results (NUMEN, [1]) for $^{40}\text{Ca}^{(18}\text{O},^{18}\text{F})^{40}\text{K}$ single charge exchange reaction turned out to be quite satisfactory, providing the correct order of magnitude of the cross section, even if the trend of the data is not correctly reproduced.
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Conclusions

Double charge exchange reactions can proceed via two main mechanisms [80, 144]: sequence of two uncorrelated single charge exchange processes (dSCE) and combination of two correlated single charge exchange reactions (cDCE). In the present work, main attention has been focused on the former mechanism, which can give information on $2\nu\beta\beta$, thus representing a mechanism competing with the second one, which is still under study and should allow to gain information on the desired $0\nu\beta\beta$ decay strength.

A preliminary comparison with double charge exchange data has been performed, indicating that the dSCE mechanism underestimates experimental data, thus leaving some hope that the “golden” cDCE mechanism dominates, getting closer to the possibility of gaining information on the wanted $0\nu\beta\beta$ decay strength, but the work in this direction is still too long and tricky.

Concluding, the factorization procedure formulated in this PhD thesis represents a nice “trick” to gain information on double charge exchange nuclear matrix elements, in the perspective to get a deeper insight on the different mechanisms realizing double charge exchange processes and on the possible analogy with $0$ and $2\nu\beta\beta$ nuclear matrix elements. Work is in progress along this direction, in the hope to be able to understand which one of the two “strong-analogous” processes dominates and possibly gain information on $0\nu\beta\beta$ nuclear matrix elements.
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